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Preface 
 

The Aims of This Course 

 

The primary goal of this course is to provide the essential study material for the course 

"Major Concepts in Discourse Analysis" (Concepts fondamentaux en analyse du discours) for 

first-year master's students specialising in language sciences at the Department of English. It 

might, however, be used in any other course on discourse analysis because it provides 

fundamental theoretical and empirical knowledge on the subject. The following are the course’s 

broad objectives: 

 

• Introduce students to major discourse analysis theories, concepts, notions and methods. 

• Prepare students for more advanced courses (e.g., critical discourse analysis). 

• Introduce students to various techniques, analytical units, tactics, and functions. 

 

There are also certain objectives that are stated at the start of each unit. 

Content of this Course 

Because discourse analysis is such a broad field, it would be impossible to cover all related 

research in a work of such limited scope as this course. Nonetheless, I have chosen resources 

(concepts, theories, and techniques) that are particularly pertinent and have been often discussed 

in academic publications and journals. The topics chosen also correspond to the educational 

objectives outlined on the canvas. 

Content Organization 

The course is divided into 7 units. Each unit has both theoretical and empirical components. All 

of them are presented by providing their specific objectives, followed by the theoretical 

development of the topic in question (major ideas and concepts). The coursebook concludes 

with research questions. Finally, there is an extensive bibliography at the end. 

Master’s Programme in Language Sciences 

 

 This two-year programme is designed to broaden and improve students' understanding 

in language-related subjects. The first-year master's programme in language sciences includes 

classes in discourse analysis, sociolinguistics, traditional sociolinguistics, phonetics, 

phonology, and major linguistic theories. The master's program's second year includes courses 

in feminist critical discourse analysis, language policy, and planning. 
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Prior knowledge and skills of learners were taken into account when designing the 

courses. The first year licence linguistics course covers topics such as language origins, 

language design features, approaches to language study, and pre-Saussurean linguistics. In the 

second year, students are introduced to linguistic subfields, with a special emphasis on 

functional linguistics. The third-year linguistics course introduces students to structural 

linguistics, Chomskyan mentalism, and Austin and Searle's theory of the speech act (theories 

of form, meaning, and knowledge), as well as contextual linguistics topics such as discourse, 

language variation, language and culture, language planning, and language policy.      

Because in-class time is limited to 90 minutes per week, it is critical that teachers focus 

on the main points of each unit (depending on the circumstances) and that students do their 

assigned readings and take notes on key points prior to each class so that they can participate 

in class discussions. Some topics demand more room in terms of content length because they 

cover many concepts and include numerous examples. It is up to the teacher, however, to 

establish a balance by emphasising on pertinent points for each unit. 

 Course Outcomes 

 Students will have exposure to a wide range of concepts and theories in discourse 

analysis. 

 Students will be able to understand the working of language by relating the word to the 

wider social context. 

 Students will learn how to use linguistic, cultural and social resources and make 

inferences to understand and interpret verbal and written texts.  

 Students will be prepared for more advanced courses in linguistics.  
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UNIT 1 

 INTRODUCING DISCOURSE ANALYSIS 

 

Discourse analytical approaches take as their starting point the 

claim of structuralist and poststructuralist linguistic philosophy 

that our access to reality is always through language. With 

language, we create representations of reality that are never 

mere reflections of a pre-existing reality but contribute to 

constructing reality. That does not mean that reality itself does 

not exist. Meanings and representations are real. Physical 

objects also exist, but they only gain meaning through 

discourse. 

(Jorgensen & Phillips, 2002, pp. 8-9) 

 

MAIN OBJECTIVES  
 

 Trace the development of the discipline across time. 

 Define the scope and purposes of the discipline. 

 Explain the discipline's interdisciplinary nature. 

 Define the terms "text," "discourse," and "genre." 
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1.1. Discourse Analysis: Its Origins and Development  
 

Discourse analysis examines the relationship between language and the contexts in which 

it is used. It examines both written, visual and spoken texts, ranging from conversation to highly 

institutionalized forms of speech. In the 1960s and early 1970s, various disciplines, including 

linguistics, semiotics, psychology, anthropology, and sociology, contributed to its 

development. 

 At a time when linguistics focused mostly on the analysis of individual phrases, Zellig 

Harris wrote a paper titled "Discourse Analysis" (1952). Harris was interested in the distribution 

of linguistic elements in lengthy texts as well as the connections between the text and its social 

context, but this study is very different from the discourse analysis we are accustomed to today. 

In the early years, the rise of semiotics and the French structuralist approach to the study of 

narrative were also significant. In the 1960s, Dell Hymes gave a sociological perspective by 

analyzing speech in its social context (e.g. Hymes 1964). Austin (1962), Searle (1969), and 

Grice (1975) were also significant in the study of language as social action, as evidenced by 

speech-act theory and the elaboration of conversational maxims, as well as the emergence of 

pragmatics, the study of meaning in context (e;g Levinson 1983; Leech 1983). Halliday's 

functional approach to language (e.g., Halliday 1973) has ties to the Prague School of 

Linguistics, which had a significant impact on British discourse analysis. The framework 

developed by Halliday emphasizes the social roles of language as well as the thematic and 

informational organization of speech and writing. 

 Sinclair and Coulthard (1975) at the University of Birmingham established a model for 

the description of teacher-student dialogue based on a hierarchical organization of discourse 

units. Other similar work has dealt with doctor-patient interaction, service encounters, 

interviews, debates and business negotiations, as well as monologues. Novel work in the British 

tradition has also been done on intonation in discourse. The British work has principally 

followed structural-linguistic criteria, on the basis of the isolation of units, and sets of rules 

defining well-formed sequences of discourse. Also relevant to the development of discourse 

analysis as a whole is the work of text  grammarians, working mostly with the written language.  
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Text grammarians see texts as language elements strung together in relationships with 

one another that can be defined. Linguists such as Van Dijk (1972), De Beaugrande (1980), 

Halliday and Hasan (1976) have made a significant impact in this area. The Prague School of 

linguists, with their interest in the structuring of information in discourse, has also been 

influential. Its most important contribution has been to show the links between grammar and 

discourse. 

Discourse Analysis has evolved into a vast and diversified field whose commonality lies 

in the description of language above the sentence level and an interest in the circumstances and 

cultural forces that influence language usage. It is also increasingly serving as a backdrop for 

studies in Applied Linguistics, particularly second language learning and instruction. 

1.2. Why Discourse Analysis? 
 

Yule, in his book "The Study of Language" (2006), begins chapter 12 on "Discourse 

Analysis" with the following example from "Seinfeld" (1993) to introduce the notion of 

"discourse." 

 

There are two types of favors, the big favor and the small favor .You 

can measure the size of the favor by the pause that a person takes after 

they ask you to" Do me a favor." Small favor - small pause. "Can you 

do me a favor, hand me that pencil " No pause at all. Big favors are, 

"Could you do me a favor, .." Eight seconds go by. "Yeah? What?" ". . 

. well " The longer it takes them to get to it, the bigger the pain it's 

going to be. Humans are the only species that do favors. Animals don't 

do favors. A lizard doesn't go up to a cockroach and say, "Could you 

do me a favor and hold still, I'd like to eat you alive,” That's a big 

favor even with no pause.     

(Jerry Seinfeld, 1993. Cited in Yule, 2006, p. 124) 
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According to Yule (2006), in the study of language, some of the most interesting questions 

arise in connection with the way language is "used" rather than what its components are. 

When we are interested in investigating: 

- How it is that language-users interpret what other language-users intend to convey.  

- How it is that we, as language users , make sense of what we read in texts, understand 

what speakers mean despite what they say, recognize connected  vs  jumbled or 

incoherent discourse, and successfully take part in that complex activity called 

conversation 

Then, we are conducting what is known as discourse analysis. Therefore, DA is a method for 

understanding what is going on (Yule, 2006). 

1.3. The Multidisciplinary Nature of DA 

 

Discourse studies also have the significant feature of being fundamentally 

multidisciplinary, which allows them to extend beyond linguistic boundaries into a wide range 

of fields. Discourse analysis incorporates linguistics, poetry, semiotics, psychology, sociology, 

anthropology, history, and communication study, as noted by Van Dijk (2002). Moreover, he 

contends that, due to discourse's complexity, we must take into account its textual, cognitive, 

social, political, and historical components. Researchers therefore give equal or greater 

attention to language use in relation to social, political, and cultural dimensions when 

examining discourse rather than just "purely" linguistic data. Because of this, discourse is a 

topic that fascinates a wide range of academics in addition to linguists, including 

communication scientists, literary critics, philosophers, sociologists, anthropologists, social 

psychologists, political scientists, and many more. It can be difficult to distinguish between 

functionalism, cognitive linguistics, sociolinguistics, pragmatics, text linguistics, and discourse 

analysis because they all share common denominators. As a result, when conducting DA, 

researchers may also engage in functional grammar, sociolinguistics, pragmatics, or 

cognitivism, as these domains are interrelated and share fundamental principles. 

 

1.4. What is Discourse? 
 

The term "discourse" has a long history of association with diverse sociolinguistic 

research traditions and has come to be employed by many academics, as well as in 

various academic movements, to denote a variety of different meanings. To understand 

each meaning, one must look at the ways in which it is used. According to Kress (1989), 

discourse reaches into all major areas of social life. It "colonizes the social world 
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imperialistically" (p. 7), as it organizes and gives structure to the manner in which a 

topic, object, or process is to be talked about. "It provides descriptions, rules, 

permissions, and prohibitions for social and individual actions" (p. 7). A narrow 

definition of discourse might refer only to spoken or written language. However, 

discourse analysis more often draws on a broader definition to include the shared ways 

in which people make sense of things within a given culture or context. 

1.4.1. Discourse vs. Text 

Is it possible to use the terms discourse and text interchangeably? In some contexts and 

by some researchers and analysts, the answer is yes.  In the following examples, they refer to 

the same thing. Salki (1995) « A text, or discourse, is a stretch of language that may be longer 

than one sentence. Thus, text and discourse analysis is about how sentences combine to form 

texts. However, the word "text" is often referred to as the product of discourse. It is normally 

used to describe a linguistic record of a communicative event. The following passage (from 

Oxford University Press, www.oup.com/elt) provides an example of how text and discourse are 

different from one another. 

We may go even further and assert that the meaning of a text 

does not come into being until it is actively employed in a 

context of use. This process of activation of a text by relating it 

to a context of use is what we call discourse to put it differently, 

this contextualization of a text is actually the reader’s ( and in the 

case of spoken text, the hearer’s) reconstruction of the writer’s 

(or speaker’s) intended message, that is his or her 

communicative act or discourse. 

De Beaugrande and Dressler (1981) use a broader perspective. According to them, a 

text is a kind of communication that must meet seven criteria: 

1. Cohesion, which has to do with the relationship between text and syntax. Phenomena 

such as conjunction, ellipsis, anaphora, cataphora, or recurrence are basic for 

cohesion. 

2. Coherence, which has to do with the meaning of the text. Here we may refer to 

elements of knowledge or to cognitive structures that do not have a linguistic 

realization but are implied by the language used and thus influence the reception of the 

message by the interlocutor. 

3. Intentionality, which relates to the attitude and purpose of the speaker or writer. 

4. Acceptability, which has to do with how ready the listener or reader is to judge the 

usefulness or importance of a given text. 
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5. Informativity, which refers to the quantity and quality of new or 

expected information. 

6. Situationality, which means that the situation in which the text is made is very 

important to how it is made and how it is understood. 

7. Intertextuality refers to two main things: a) a text is always related to a discourse that 

came before it or happened at the same time as it; and b) texts are always linked to 

each other and grouped in particular text varieties or genres (e.g., narrative, 

argumentative, descriptive, etc.) by formal criteria. 

According to certain authors, like Halliday, text is the only thing that has any 

significance in a given circumstance: “By text, then, we understand a continuous process of 

semantic choice” (1978, p. 137). Schiffrin (1994) argues that the term 'text' can be used to 

distinguish linguistic content (such as what is said, assuming a verbal channel) from the 

environment in which "sayings" (or other linguistic products) occur (context). In terms of 

utterances, "text" is the linguistic content: the fixed semantic meanings of words, phrases, and 

sentences, but not the inferences available to hearers based on the situations in which words, 

expressions, and sentences are used. For Schiffrin (1994), context is therefore a world filled 

with people who produce utterances: individuals with social, cultural, and personal identities, 

knowledge, ideas, aspirations, and desires, who interact with one another in diverse socially 

and culturally determined settings.  

To conclude, "text" and "discourse" have come to be used to mean different things in 

recent discourse studies. Seidlhofer and Widdowson’s definitions of both terms illustrate better 

the difference between them. Text, according to them, is "the linguistic product of a discourse 

process," whereas discourse is "the process of conceptual formulation whereby we draw on our 

linguistic resources to make sense of reality" (1999: 206). 

1.4.2. Discourse Types/ Genres 
 

Foucault (1972), points out that the universe of discourse is broad as it denotes 

many things.  

In the most general and vaguest way, it denoted a group of verbal 

performances; and by discourse, then I meant that which was 

produced (perhaps all that was produced) by the groups of science, but 

also meant a group of acts of formulation,  a series of  sentences or 

propositions. Lastly, discourse is constituted by a group of sequences 

of signs, in so far as they are  statements, that is, in so far as they can 

be assigned particular modalities of  existence.   

 (Foucault, 1972 in Coupland, Sarangi and Candlin, 2001:49). 
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Sarangi (2001) stresses the importance of the third definition of discourse proposed by Foucault. 

He says that it is in this sense that we can speak of different discourses: clinical discourse, 

psychiatric discourse, educational discourse, economic discourse, etc. According to Lakoff 

(1998), the differentiation between discourse kinds should be evaluated in terms of function or 

purpose. For her, a spectrum can be divided in a variety of ways: oral/written, formal/informal, 

spontaneous/nonspontaneous, reciprocal / non reciprocal, public/private, and so on. 

Bakhtin applies the term "genre" to the entirety of human linguistic production when referring 

to the various varieties of discourse. He observes that each field has its own patterns and, as a result, 

genres are context-dependent, stable, and diversified. It should be observed, however, that no 

discourse belongs to a singular and exclusive category. Since there are no absolute distinctions 

between the various discourse types, it is more accurate to speak of a continuum of discourse types as 

opposed to discrete and distinct categories. For instance, a conversation between a professor and a 

student at the end of class may be situated somewhere between the formal and informal ranges: there 

is a certain level of formality because of the distance and power differences between the professor and 

the student, but the particular situation does not require high levels of formality, so the analyst will 

undoubtedly find certain characteristics of informal speech in their conversation. Hodge and Kress 

(2001) state that genres only exist to the extent that a social group defines and enforces the rules that 

define them. Consequently, a given social group can construct, recognize, and name a certain type of 

social event, and the activities of the participants at this occasion are governed by the unique set of 

practices outlined for it. These writings have a form that codifies this set of practices, and this form 

comes together as a semiotic category and is therefore known as a specific genre. 
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Research Questions 
 

 Within linguistics, the view of discourse is not only diverse; it even has an anti- 

discourse beginning. Explain 

 For many, the interest in discourse goes beyond language use to language use relative 

to social, political, and cultural formations. 

 Discuss in your own words the emergence of a number of analysts who not only study 

language use "beyond the sentence boundary," but also prefer to analyze "naturally 

occurring" language use and not invented examples. 

 DA objective is to perceive language use as social practice. The users of language do 

not function in isolation, but in a set of cultural, social and psychological frameworks. 

Discuss 

 While mainstream linguistics limited its borders to studying language in and for itself, 

new disciplines (Pragmatics and  Discourse analysis) emerged to broaden the scope of 

language research by studying the situation in which a discursive event occurs and the 

role of the interactants who create the true meaning of that situation. What does 

discourse analysis have to offer? 

 Why the adverb ‘ironically’ is used in the quote below? 

« Ironically, it was a sentence linguist who both coined the term ‘Discourse Analysis’ 

and initiated a search for language rules which would explain how sentences were 

connected within a text by a kind of extended grammar » (Cook, 1989, p. 13) 

 How did Hymes (1966), Labov & Fanshel (1977) and Burmingham School contribute 

to the development of DA? 

 Discuss  the definition of the terms ‘text’ and ‘discourse ‘with some of your 

classmates. Write a short summary of the discussion in your own words.  
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 According to Yule (2006), in the study of language, some of the most interesting 

questions arise in connection with the way language is "used" rather than what its 

components are. Discuss 

 Discourse studies also have the significant feature of being fundamentally 

multidisciplinary, which allows them to extend beyond linguistic boundaries into a 

wide range of fields. Discuss 

 What are the seven criteria that any text should meet according to De Beaugrande and 

Dresseler (1981)? 

 Hodge and Kress (2001) state that genres only exist to the extent that a social group 

defines and enforces the rules that define them. Explain 
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Schiffrin, D., Tannen, D. & Hamilton, H. (eds.) (2001). Handbook of Discourse Analysis. 

Massachusetts & Oxford: Blackwell. 
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Unit 2 

INTERPRETATION / INFERENCE 

 

One of the pervasive illusions, which persists in the analysis of 

language, is that we understand the meaning of a linguistic 

message solely on the basis of the words and structure of the 

sentence(s) used to convey that message. We certainly rely on 

the syntactic structure and lexical items used in a linguistic 

message to arrive at an interpretation, but it is a mistake to think 

that we operate only with this literal input to our understanding. 

(Brown and Yule, 1983, p. 223) 

 

MAIN OBJECTIVES  
 

 Deal with inference and interpretation as part of making sense of texts. 

 Identify the role of context in interpreting discourse. 

 Identify the types of discourse 

 Explain the role of coherence in the interpretation of discourse. 

 Explain the role of background knowledge in constructing mental representations. 

 Present the main lexical and grammatical aspects of cohesion. 

 Introduce some key concepts such as "script," "schema," "scenario," "implicature," 

etc. 
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2.1. Interpreting Discourse 
 

According to Yule (2006), when describing a language, we can simply refer to an 

accurate description of the forms and structures utilized in that language. But we can—as 

native language users, we can do more than discriminate between correct and bad form and 

structure.  

- We can deal with fragments like "Trains collide, two die," a newspaper headline (we 

can recognize that the two phrases have a causal relationship). 

- We can also understand notices like "No shoes, no service" on shop windows in the 

summer by understanding that the two phrases have a conditional relationship (if you 

are not wearing shoes, you will not receive service)  

(Yule, 2006, p. 142). 

 

Yule (2006) illustrates his idea with an excerpt from an essay written by a Saudi Arabian 

student learning English. The essay contains numerous "errors," but it is understandable. 

    My Town  

    My natal was in a small town, very close to Riyadh capital of 

Saudi Arabia. The distant between my town and Riyadh 7 miles 

exactly. The name of this Almasani that means in English Factories. 

It takes this name from the people's carrer . In my childhood I 

remmeber the people live. It was very simple, most the people was 

farmer. 

 (Yule, 2006, p. 142) 

 

This and other examples demonstrate how we interact with language (use it, react to it, 

perceive it, etc.) and how we react to texts that contain ungrammatical forms. We can make 

sense of texts rather than simply rejecting them. We can decipher them. How is such an 

interpretation possible? This is a critical topic in discourse analysis. We rely on language form 

and structure to interpret and make our discourse interpretable. However, as language users, we 

know more than that. 
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2.1.1. The Role of the Context in Interpreting Discourse 
 

When studying political, literary, or historical works, Van Dijk (2008) highlights the 

significance of context. He attributes this attention to the establishment of new academic 

disciplines in the late 1960s. New disciplines like pragmatics, psycholinguistics, 

sociolinguistics, and ethnography of speaking shed light on the cognitive and, in particular, the 

social and cultural "contexts" of language and language usage. Many studies of "context," both 

in linguistics and other formal methodologies, have limited the concept of "context" to the 

"verbal context" of preceding (and possibly later) words, sentences, propositions, utterances, or 

turns of speech, according to Van Dijk (2008). Discourse structures began to be explored more 

systematically in their social, historical, and cultural settings between the end of the 1970s and 

the beginning of the 1980s. 

Discourse analysts place a premium on context. While the majority of approaches 

necessitate a micro-level examination of texts, methodologies range in terms of the "breadth of 

contexts in which utterances are considered" (Gordon, 2009, p. 192). Is the context limiting? 

What is the definition of context? Is it limited to local utterances? Or does it extend to the world 

outside the text or conversation? When undertaking discourse analysis, how should context be 

considered? The study of these and other concerns has resulted in numerous debates, 

conferences, publications, theories, and methodologies. 

 Context research has been linked not just to every area of language studies but also to a 

number of inter-disciplinary fields such as semantics, pragmatics, and discourse analysis. 

Numerous approaches, such as comparative linguistics, structural linguistics, and 

transformational-generative linguistics, have helped in the development of context theories. 

The application of context theories to discourse analysis requires that, in addition to the speech 

itself, the context in which the conversation happens be examined. Fillmore (1977, p. 119) 

states "The task is to determine what we can know about the meaning and context of an 

utterance given only the knowledge that the utterance has occurred," writes ."I find that 

whenever I notice some sentence in context, I immediately find myself asking what the effect 

would have been if the context had been slightly different," Fillmore (1977, p. 119) observes. 
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Linguists have defined "context" in a variety of ways. Widdowson (2000) defines 

"context" as "those aspects of the circumstance of actual language use that are taken as relevant 

to meaning" in his research on the meaning of language (P. 126). In other words, he believes 

that context is a schematic construct and that establishing pragmatic meaning necessitates 

matching the linguistic components of the code to the schematic characteristics of the context. 

According to Cook (1999), "context" is just a type of knowledge. It relates to the understanding 

of variables other than the text under evaluation. "In the broad sense, it refers to knowledge of 

these factors and of other parts of the text under consideration, sometimes referred to as co-

text" (Cook, 1999, p. 24). Yule (2000) also considered "context," which for him is "the physical 

environment in which a word is used" (p. 128). All of these definitions agree that the 

environment (also known as circumstances or elements) in which a discourse takes place is one 

of the most significant aspects of context. 

2.1.2. Context Types 

Numerous linguists have classified "context" into two, three, or even six groups. Song 

(2010) examines "context" from three perspectives: 

2.1.2.1. Linguistic Context 

The relationship between words, phrases, sentences, and even paragraphs is referred to 

as context. It can be investigated from three perspectives: deictic, co-textual, and 

collocational. Participants in a language event must be aware of their spatial and temporal 

position, and these features are directly related to the deictic context, which refers to deictic 

terms such as "now," "then," etc., "here," "there," etc., and "I," "you," etc. Deictic expressions 

help in the establishment of deictic roles, which emerge from the speaker addressing his 

utterance to another individual in regular language action. 

2.1.2.2. Situational Context 

 

It is also referred to as "the context of situation," which relates to the environment, time, 

and location of the diqcourse, as well as the interaction between the participants. The concept 

of "register," which clarifies the relationship between language and context by categorizing it 

under three key headings: field, tenor, and mode, is the classic approach to this theory. 

Field of discourse:  It pertains to the ongoing activity. We might argue that field is the 

linguistic reflection of the purposeful role of the language user in the context of the text. 

Tenor It refers to the type of social interaction enacted by the discourse or within it. 

Therefore, the concept of tone emphasizes how linguistic choices are affected not just by the 



21 
 

topic or subject of communication, but also by the type of social interaction within which 

communication occurs. 

Mode It is the linguistic manifestation of the user's relationship to the medium of 

transmission. The primary contrast between modes of communication is between those that 

need immediate interaction and those that allow for delayed contact between participants. 

2.1.2.3. Cultural Context 

The culture, customs, and history of a specific historical period in the linguistic 

community where the speakers live are referred to as cultural context. Language is a social 

phenomena that is inextricably linked to society's social structure and values. As a result, 

language cannot avoid being influenced by factors such as social role, social status, gender, age, 

and so on. 

Social roles are cultural functions that are institutionalized and recognized in a society. 

The term "social status" refers to an individual's social standing. Each participant in the 

language event must be aware of or make assumptions about his or her standing in relation to 

the other, and status will frequently play a role in selecting who should commence the 

conversation. Gender and age frequently define or interact with social rank. The terms of 

address used by one gender while speaking to an elderly person may differ from those used by 

someone of the same gender or age in analogous settings. 

2.1.3. The Role of the Context 

According to Song (2010), the context can help address the following: 

2.1.3.1. Eliminating Ambiguity 

An ambiguous term, phrase, sentence, or set of sentences has numerous possible 

interpretations or meanings. There are two kinds of ambiguity: lexical ambiguities and 

structural ambiguities. The basic causes of lexical ambiguity are homomonymy and polysemy. 

For example, the terms right, rite, write, and wright are all pronounced [rait], but they have 

completely distinct meanings. Ambiguous sentences may become clearer or less perplexing as 

a function of their usage circumstances. Context can illuminate the meaning of words. The 

grammatical analysis of a sentence or phrase results in structural ambiguity. For example, the 

phrase "young men and women" might be interpreted as "young men and women" (i.e., both 

are young) or "young men and women" (i.e., both are young) (i.e., only the men are young). 
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2.1.3.2. Indicating Referents 

To avoid repetition, we usually use words like "I," "you," "he," "this," "that," and so on 

to replace some noun phrases; "do," "can," "should," and so on to replace verb phrases; and 

"then," "there," and so on to replace time and place adverbial phrases. Therefore, context is of 

great importance in understanding the referents of such words. The following dialogue is 

written by the well-known linguist, Firth: 

- Do you think he will? 

- I don't know. He might. 

- I suppose he ought to, but perhaps he feels he can't. 

- Well, his brothers have. They perhaps think he needn't. 

- Perhaps eventually he will. I think he should, and I very much hope he will. (Zhang 

Yunfei, 2000, p. 245) 

Too many auxiliary verbs and modal verbs, such as will, might, have, can't, etc. are used in 

the dialogue, making it difficult to deduce what the speakers are discussing without context. 

2.1.3.3. Detecting Conversational Implicature 

Grice uses the term "conversational implicature" to characterize what a speaker can infer, 

suggest, or mean rather than what the speaker says directly. It is generated from the 

conversational meaning of words and the context, and it is directed by the cooperative principle 

and its four maxims, namely quantity, quality, relation, and manner. Grice also discovered that 

when people communicate, they do not always follow the four maxims. In addition to the literal 

meaning of his comment, a violation of a maxim may result in the speaker transmitting an 

additional meaning, known as conversational implicature. 

Example:  

- CAROL: Are you coming to the party tonight? 

- LARA: I’ve got an exam tomorrow. 

(Yule, 2006, p. 148) 

 

According to Yule (2006), Lara's statement does not appear to be an answer to Carol's 

question. Lara doesn't answer yes or no. Nevertheless, Carol will perceive the statement as "no" 

or "probably not." How can we explain this ability to comprehend one meaning from a language 

that, in a literal sense, conveys another? It appears to depend, at the very least, on the assumption 

that Lara is being relevant and informative, following the relationship and quantity maxims. 

Given that Lara's initial response contains pertinent information, Carol can deduce that "exam 

tomorrow" typically involves "studying now" and that "studying tonight" prohibits "partying." 

Consequently, Lara's response is not merely a statement about tomorrow's activities; it also 
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contains an implicature (a secondary meaning transmitted) regarding tonight's events (Yule, 

2006). 

When the analysis of a statement's intended meaning goes beyond its literal interpretation, 

a number of concerns must be addressed. Conversational implicature is pragmatic and largely 

derived from the conversational or literal meaning of an utterance produced in a particular 

context shared by the speaker and the hearer, and is contingent on their recognition of the 

cooperative principle and its maxims in discourse analysis. 

 

2.3. Cohesion & Coherence 
Coherence refers to the knowledge or cognitive structures inferred by the language used 

and contributing to the overall meaning of a given discourse, whereas cohesion refers to the 

relationships between text and grammar. Cohesion and coherence are semantic concepts that 

are components of the system of a language. According to Seidlhofer and Widdowson (1999), 

cohesion is related with the concept of text, whereas coherence is associated with the concept 

of discourse. Consequently, coherence is a textual characteristic for these scholars, and it relates 

to the textualization of contextual links. In contrast, coherence is a discursive characteristic that 

acts as the discourse function of establishing these links. 

2.3.1. The Role of Coherence in the Interpretation of Discourse 

 

Typically, a mental representation of a text (how we perceive it) does not exist in its whole 

in the mind of the hearer or reader. Rather, it is developed in stages through trial and error. In 

the initial steps, the listener or reader provides a provisional representation of the text. Then, as 

the conversation continues, they amplify and modify that representation to ensure that each 

piece of information is accommodated in an appropriate manner (Yule, 2006). This indicates 

that the coherence of the text is gradually developed. 

Yule (2006, p. 126) defines the concept of "coherence" as "everything fitting together 

well." According to him, coherence is not something that exists in words or structures but 

something "that exists in people." People try to make sense of what they read or hear according 

to what they perceive and experience in the world. 

*Yule’s (2006, P.127) adaptation of Widdowson’s example (1978) is as follows: 

 

‘Her: That’s the telephone. 

Him: I’m in the bath. 

Her: O.K.’ 

(Yule, 2006, P.127) 
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There are no cohesion devices present within this discourse. How does each person understand 

what the other is saying? They do use the information in the expressed sentences, but the 

interpretation must also add something more. The speakers are referring to conventional 

knowledge: 

- She asks him to take action by making a request. 

- He explains why he is unable to comply with the request. 

- She commits to taking action. 

Yule points out that such an analysis would indicate that language users must also hold a 

vast array of information. In fact, many academics are especially interested in the knowledge 

needed to process conversation. According to Widdowson (2007), the reader might refer to the 

text (the co-text) to comprehend or gain an understanding of the author's purpose. Coherent 

devices may assist readers and listeners in developing meaning that is contextually significant 

to them. Cohesive devices are effective "to the extent that the text's cohesion permits them to 

construct a coherent discourse from it" (2007, p. 49). Texts can be cohesive without being 

coherent. 

*Widdowson’s (Widdowson, 2007, P. 51) example:  

We spent our holidays in Romania. This 

is a country where grapes are grown. 

They are a kind of fruit. So are bananas. 

Fruit contains vitamins, and these are 

essential for a healthy life. So is regular 

exercise. Jogging is good for you. We 

do it every day... 

 

Each cohesive device in the passage serves a specific function (they (refer to grapes), so 

is (serves as anaphoric reference of 'kind of fruit,' 'essential for healthy life') jogging (semantic 

relationship with exercise)..... However, the reader is unable to "make any coherent sense of it." 

According to Widdowson (2007), the text is not coherent because of the "shift of the frame of 

reference," and other texts might not seem coherent because the reader or listener is not familiar 

with the frame of reference (Widdowson, 2007). Frames, as defined by Lakoff (2004), are 

"mental structures that shape the way we see the world" (p. xv). They are part of the unconscious 

mind and operate automatically to help us make sense of the world. 

Example:  

- The words (ball, bat) are used in different frames by (Cricket players / baseball players). 

Framing is our way (window) of viewing the world. 
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Johnson-Laird (1983, p. 356) asked three questions that Dooley and Levinsohn (2000, p. 10) 

use to start their chapter on coherence. 

1. What does it mean for a discourse to be coherent? 

2. "What is discourse?" 

3. "What is it that makes a sequence of sentences into a coherent whole as opposed to a 

chaotic assemblage?" 

Johnson-Laird (1983) provides two examples to address these questions. 

(A) 

It was the Christmas party at Heighton that was one of the turning 

points in Perkins’ life. The duchess had sent him a three-page wire 

in the hyperbolic style of her class, conveying a vague impression 

that she and the Duke had arranged to commit suicide together if 

Perkins didn’t ‘chuck’ any previous engagement he had made. And 

Perkins had felt in a slipshod sort of way—for at that period he was 

incapable of ordered thought—he might as well be at Heighton as 

anywhere ... 

 

 

 

(B)  

The baying of the hounds and the screaming of the chickens 

echoed below me, as I quickly scanned the tracks leading 

towards the hole—this was going to be a hectic breakfast. I 

thought I’d better eat a full meal because of the task ahead 

and the difficulties I might encounter. But it was only when I 

had cooked myself a steak, and that piece of shark meat that 

had been ignored by everyone, that I discovered that I could 

only pick at these tidbits, having, as I now recalled, 

breakfasted, lunched and dined to repletion already. Rather 

than throw the food away, I rang up my husband at work and 

asked him to bring home some colleagues to dine with us. 

Dooley and Levinsohn (2000, p. 10) present the following explanation regarding the concept 

of coherence based on these texts. 

If the reader is a typical  text interpreter, He/she might recognize that (A) deals with a 

coherent cluster of concepts, despite the fact that it is a fragment of text and you may have 

never experienced what it represents. 

The reader’s mental representation of (A) might include such things as the following: 

- A place called Heighton (otherwise unknown to you?) 

- A Christmas party (and your expectations of what that might involve) 

- A male (probably adult) named Perkins 

- A duchess (and your expectations about nobility) who knows Perkins and expresses 

herself somewhat flamboyantly 
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- An invitation from the duchess to Perkins to come to the party, etc. 

By constructing a mental representation that included such elements, the reader probably 

came to accept (A) as a fragment of a coherent text. The reader may have initially assumed that 

he/she would also be able to construct a mental representation for B. As the reader tried to 

follow it, however, his/her idea of what it was talking about probably became difficult to 

maintain: what kind of home could have below it "the baying of the hounds and the screaming 

of the chickens"? Was the meal intended to be eaten for breakfast or later in the day?, and so 

on. So, at some point, the reader probably gave up constructing a mental representation for (B) 

with any confidence. At that point, (B) ceased to be coherent for the reader (Dooley and 

Levinsohn, 2000). 

A text carries the presumption of coherence; that is, if a speaker presents anything as a 

text, the hearer may expect that it will provide a coherent interpretation and direct his or her 

efforts accordingly (Brown & Yule 1983, p. 199; Halliday & Hasan 1976, p. 54). If the reader 

believed that (A) made sense and attempted to believe that (B) made sense, he or she acted on 

this assumption, which is the foundation of effective communication. A fully developed mental 

representation of a text does not typically appear in the mind of the hearer. Rather, it is formed 

in stages through trial and error. In the earliest phases of reading a text, the listener formulates 

a provisional interpretation of it. Then, he or she augments and alters this representation, 

changing it as the dialogue progresses to fit each piece of information in a believable manner. 

2.3.1.1. Coherence and the Processing of Discourse 

2.3.1.1.1. Using Background Knowledge 
 

Sanford & Garrod (1981). Provide a good example to illustrate the processes involved in 

making inferences by using background knowledge : 

- John was on his way to school last Friday. 

- He was really worried about the math lesson. 

Yule (2006, p. 132) begins by listing a number of plausible interpretations and inferences. He, 

for example, points out that most people who are asked to read these sentences believe John is 

a schoolboy. This information must be inferred because it is not stated clearly in the text. 

Other readings are available; for certain readers, they may include the fact that "John is 

walking or on a bus."  Yule (2006) contends that these conclusions are clearly derived from 

our cultural awareness of "going to school," and that no reader has ever claimed that John is 

swimming or on a boat, despite the fact that both are physically plausible, if unlikely, 

interpretations. 
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- Last week he had been unable to control   the class.  

When confronted with this sentence, most readers conclude that John is, in fact, a teacher who 

is unhappy. Many people believe he drives himself to school.  

- It was unfair of the math teacher to leave him in charge. 

Suddenly, John reverts to being a schoolboy, and the teacher's conclusion is dropped. This text's 

final sentence contains a surprise:  

- After all, it is not a normal part of a janitor's duties. 

 

According to Yule (2006), conducting such analyses allows us to discover how we "construct" 

interpretations of what we read by employing far more information than what is actually on the 

page. That is, we really produce the text depending on our expectations of what should happen. 

According to Yule, many researchers use the concept of a "schema" to characterize this 

occurrence. 

According to Yule, "schema" is a broad term for a typical knowledge structure that occurs 

in memory. People have a variety of schemas that they use to interpret their experiences, as 

well as what they hear or read. To use Yule's example, if we hear someone tell what happened 

one day in the grocery, we don't need to be told what is generally found in a supermarket. We 

already have a "supermarket" schema in place (food displayed on shelves, arranged in aisles, 

shopping carts and baskets, a check-out counter, and other conventional features). 

There are a number of pieces of evidence indicating the mind does, in fact, apply 

knowledge schema in the interpretation of discourse, according to Cook (1989, p. 70). One 

piece of evidence is that when asked about a text or asked to recall it, people commonly fill in 

details that they were not given but that a schema created for them. What did the witness 

consume? She did not inform us, is the answer. She informed us she had made toast but not that 

she had eaten it. We are likely to form an assumption after reading this short passage: that when 

someone makes breakfast, it gets consumed. We assume that the speaker ate the breakfast 

herself because no one else is mentioned. However, this is not stated. 
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A "script" is a specific type of schema. A script is simply a dynamic schema: it is made 

up of a series of predefined actions. You have a script for going to the dentist or the cinema. 

We all have versions of the "Eating in a Restaurant" script that we can use to make sense of 

discourse like this: 

Trying not to be out of the office for 

long, Suzy went into the nearest place, 

sat down and ordered a sandwich. It was 

quite crowded, but the service was fast, 

so she left a good tip when she had to 

rush back. 

 

We would be able to state a number of things about the situation and events briefly 

portrayed in this short text based on our "Restaurant" script. Although the text does not state it, 

we can presume that Suzy entered the restaurant by a door, that there were tables available, that 

she ate the sandwich, then paid for it, and so on. The fact that this type of information might 

appear in people's attempts to memorize the text demonstrates the existence of scripts. It is also 

an evidence that our knowledge of what we read is derived not directly from the words and 

sentences on the page, but rather from the interpretation we construct in our brains of what we 

read. 

2.3.1.1.2. Using Knowledge of the World 

 

When discussing the relationship between words and the world, we pose the following 

question: how can we understand discourse by including world knowledge in addition to 

literal interpretation (words on the page)? 

As a response to this question, numerous academics working within the framework of 

discourse analysis have categorized our text comprehension into the following categories: 

Bottom-up processing: We determine the meanings of the words and structure of a phrase in 

order to construct its composite meaning. 

Top-down processing:  At the same time, based on the context and the combined meaning of 

the sentences we have already processed we make a prediction about what the following 

sentence will most likely imply. 

According to Brown and Yule (1983, p. 234- 235), artificial intelligence (AI) would propose 

that the second line of the following text be interpreted in a "ungrammatical" or 

"inappropriate" manner if AI had fully operational English sentence grammar: 
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Slim is beautiful 

Many reasons are there for people to want a slim 

body. All Become very lighter but it’s very difficult 

to held a Normally weight. Nowadays, in our country, 

Sweden, there is so well of all sort of eating that man 

light come to big overweight. What to doing? (Brown 

and Yule, 1983, p. 234-235) 

 

In the view of  Brown and Yule (1983) human processors are not like machines; they do not 

reject ungrammatical text, they try to interpret it. What enables the human processor to do this? 

- We try to build some composite meaning for the three- word string (its structure, 

meaning of the lexical items) (bottom-up) 

- The reader is also operating  a top-down  interpretive strategy to create expectations 

about what is likely to come in the text.( a  title, for instance, is a good start) 

- It is the predictive power of top-down processing that enables the human reader to 

encounter, via his bottom-up processing, ungrammatical or mis-spelt elements in the 

text and to  

- Determine what was the most likely intended message. 

Bottom-up processing operates with rules (syntax, lexical semantics). Top-down processing is 

based on: 

- The discourse context which creates expectations about the content of the discourse. 

- The Other (similar) texts that we have already processed and which help the reader 

predict. 

- The previous experiences and background knowledge.  

In top-down processing  we activate only a small part of this background knowledge at a 

time and is a piece of evidence that this knowledge is stored and organised in a way that 

makes it accessible.  So, representing how background knowledge is stored is worth 

considering. 

2.3.1.1.3. Representing Background Knowledge. 

The dilemma posed by Brown & Yule (1983, p. 234) is how to organize all of this 

knowledge so that we can only use a small portion of it at a time. What is a representation of 

knowledge? 

For instance, data from research testing theories concerning the impact of coherence on 

cognitive processing and representations is gathered by psychologists and psycholinguists. 
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2.3.1.1.3.1. Frames 

Minsky's frame-theory offers one method of representing knowledge. According to 

Minsky, our knowledge is stored in memory in data-structures that he refers to as "frames." 

When a new circumstance (or a significant change in one's perception of the current issue) 

arises, one chooses from memory a structure known as a Frame. This is a memorized structure 

that may be modified with the appropriate specifics to meet reality (Minsky, 1975). Although 

Minsky's theory focuses mostly on visual perception and memory, it is actually about a method 

of encoding knowledge in general, and language is one type of knowledge. 

Brown & Yule (1983, p. 239) use the example of a house to explain the concept of "framing." 

There will be "slots" in a frame that represents a normal "home" with the labels "kitchen," 

"bathroom," "address," and so on ( they can also be frames). The home frame can be used to 

depict a specific house that already exists in the real world or is described in a text by filling 

the slots with the specific characteristics of that particular house. A frame is a fixed 

representation of knowledge about the world in this meaning Brown and Yule (1983). 

2.3.1.3.1.2. Scripts 

A script, as opposed to a frame, is more programmatic in that it comprises (Yule and 

Brown 1983:243) a typical sequence of events that characterizes a situation. Bower et al. (1979) 

discovered that when individuals were asked to recall texts describing ordinary activities (e.g., 

going to a restaurant, grocery shopping, or visiting a doctor), they tended to mix acts mentioned 

in the text with behaviors indicated by the "script." They also discovered that when individuals 

were shown jumbled texts with script actions that were out of predicted sequence, they 

remembered the texts with script actions in their canonical order. 

2.3.1.3.1.3. Scenarios 

The term "scenario" is used by Sanford and Garrod (1981) to define the expanded area of 

reference used in analyzing written texts. A text describing 'going to a restaurant,' for example, 

automatically inserts a 'waiter' position into the depiction. Sanford and Garrod demonstrate that 

significant changes in reading speeds for target sentences are recorded in the following two 

situations as evidence that distinct 'role' slots are activated in scenarios: 
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a. Title: In court 

Fred was being questioned. 

He had been accused of murder. 

     Target: The lawyer was trying to prove his innocence. 

b. Title: Telling a lie. 

Fred was being questioned. 

He couldn’t tell the truth 

Target: The lawyer was trying to prove his  innocence. (Brown and Yule, 1983, p. 

246) 

 

Reading speeds for the target sentence including 'The lawyer' were much faster in 

condition a, with the 'In court scenario' enabled, than in condition b, with a non-specific scenario 

set. Texts based on cohesive scenarios, according to Sanford and Garrod, can be comprehended 

quickly and readily. 

The term "schemata" is more commonly used in studies on the representation of knowledge. Is 

there a distinction between the terms "scenario" and "schemata"? Scenarios are situational 

knowledge representations (for example, in a restaurant), whereas schemata are much more 

generic sorts of knowledge representations. 

2.3.1.3.1.4. Schemata  
The core notion of schemata theory is that, when prompted by key words or phrases in a 

discourse or by the context, the mind activates existing knowledge schemata and makes sense 

of new information by linking it to previously stored information. Researchers go on to 

discuss "deterministic" schemata, which individuals employ when dealing with particular 

sorts of discourse. Example: 

 

- A: Would you like to watch the debate? 

- B: No, I already know what they're going to say. 

Schemata can vary based on cultural context. According to Anderson et al. (1977), 

people's interests, histories, gender, etc., contribute to the formation of "higher-level 

schemata" that influence how they "see" messages in certain ways (p. 377).  As with frames, 

scripts, and scenarios, schemata are a technique of capturing the underlying knowledge that 

we all employ while producing and interpreting discourse. 
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2.3.2. Cohesion 
 

The coherence of a text is the ability of the hearer or reader to interpret the content and 

form an internal representation of it. Even though coherence is a conceptual phenomenon, 

language devices are not irrelevant to it. To assist the reader or listener in forming a coherent 

mental image of the text, the speaker or author employs linguistic cues. Cohesion can therefore 

be defined as the use of linguistic tools to signal coherence (Grimes 1975; Halliday & Hasan 

1976; de Beaugrande & Dressler 1981; Brown & Yule 1983). These linguistic cues, also known 

as cohesive devices, indicate how the various sections of a text are conceptually related. 

Examples of those cohesive ties can be identified in the following text: 

My father once bought a Lincoln convertible. He 

did it by saving   every penny he could. That car 

would be-worth a fortune nowadays.  However, he 

sold it to help pay for my college education.  

Sometimes I think I'd rather have the convertible. 

(Yule, 2017 P.402) 

 

According to Yule (2017), in this passage, there are devices in the use of pronouns that 

are employed to preserve reference (via anaphora) to the same individuals and things: father, 

he, he, my, my, I, Lincoln, it. There are lexical connections, such as "a Lincoln convertible" 

and "that car," as well as more general connections formed by a number of terms that share a 

common element of meaning: (for example, "money") bought - saving - penny - worth a fortune 

sold pay; (for example, "time") once - nowadays - occasionally. The connector "however" 

indicates the relationship between what comes next and what came before. The verbs in the first 

part are in the past, indicating a connection between the events, and the use of the present simple 

in the last sentence indicates a shift in time framing. 

The presence of cohesive ties within a text can provide insight into how writers 

structure what they intend to convey, and they can be important in determining whether 

something is structured or not. In the view of Yule (2017), cohesion alone would not be 

sufficient to allow us to make sense of what we read. With the example below, he shows that 

some texts can make a lot of sense but still be hard to understand.  

- Yule’s Example 

My father bought a Lincoln convertible.  The car 

driven by the police was red. That color doesn't 

suit her. She consists   of three letters. However, a 

letter isn't  as fast as a telephone call. (Yule, 2017, 

p.403) 
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This illustrates that the "connectedness" we see in our comprehension of common texts 

is not just based on word relationships. An additional aspect helps us differentiate between 

related sentences that make sense and those that do not. This characteristic is typically referred 

to as coherence (Yule, 2017). 

 

2.3.2.1. Aspects of Cohesion 

(1) Reference – Cohesion 

Reference contributes to cohesion 

It refers to” the relation between an element of the text and something else it points to with 

reference to which it is interpreted” (Halliday and Hasan 1976:30) 

• Anaphoric reference  

A word in a text refers back to words, expressions, ideas in the text for its meaning (E.g. 

I, we, you, he, she, they, one, it.) 

 Example: Ann is stressed out about her assignment; she is talking about it on Facebook. (She 

is an anaphoric reference) 

•  Demonstrative reference 

Words used to indicate which entities are being referred to (E.g. the, this, that, these, those, 

here, there, now, then) 

• Cataphoric reference  

It refers forward in the text.  

Example: When she arrived, Ann was surprised to find her apartment door open. (She is a 

cataphoric reference)  

"The reference is within the sentence and is determined by the structure of the sentence» 

(Halliday & Hasan, 1976, P.56).  

(2) Substitution – Cohesion  

It refers to the replacement of one item by another. This contributes to cohesion. The (E.g. 

one, do, so)  

Example: "Which ice-cream would you like?" – "I would like the pink one" where "one" is 

used instead of repeating "ice-cream."  

(3) Ellipsis-Cohesion 

It refers to the omission of certain words. The structure can help us know what was left 

unsaid.  

 “An elliptical item is one that leaves specific structural slots to be filled from elsewhere” 

(Halliday and Hasan, 1976. P.143).  
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A conversational example: 

A: Where are you going?  

B: To town. Instead of “I am going to town".  

(4) Conjunction-Cohesion 

It represents semantic links between the components of a text. Conjunctions are used to enact 

different types of relationships between ideas. (E.g. Then, however, in fact, consequently…) 

 

(5) Lexical-Cohesion   

It is achieved through the selection of vocabulary items.  

*Word Repetition 

Repetition creates cohesion and coherence. Certain content words (not function words like: a, 

the, to) are mentioned several times within the same text to create patterns of meaning. If 

these words were not repeated, the text would not have an overall sense. (Salkie, 1995, P.3)  

*Halliday’s example  

          ‘Algy met a bear. The bear was bulgy’ 

(Halliday, 1985, P. 310) 

According to Halliday the lexical item which contributes to cohesion the word 'bear' (not 

Algy and bulgy!). 

*Synonyms 

Synonyms are used to avoid repetition. Some words are not replaced by their exact synonyms. 

According to Salkie (1995, P.9), “Though the words ‘boss’ and ‘employer’ do not have the 

same exact meaning, they can be considered as synonyms as they refer to the same person.”  

*Halliday & Matthiessen’s example 

 (2014: 645 

 ‘He was just wondering which road to take when he was startled by a noise from behind him. 

It was the noise of trotting horses. ... He dismounted and led his horse as quickly as he could 

along the right-hand road. The sound of the cavalry grew rapidly nearer…’ 

(Halliday & Matthiessen, 2014, P. 645) 

The examples of synonymy given by Halliday & Matthiessen, in this short passage are the 

related words 'sound'/'noise' and 'cavalry'/'horses'.  

 

 *Superordinates and  Generals 

A different way of linking words and creating coherence is the use of ‘superordinate terms’  

Salki’s example  
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‘Brazil, with her two-crop economy, was even more severely hit by the Depression than other 

Latin American states and the country was on the verge of complete collapse’  

(Salkie, 1995, P.15) 

 

According to Salkie, the Link is between Brazil (specific) and country (general/ 

superordinate). The more specific one is called a ‘Hyponym’ that can also have its hyponym 

(and so on).  ‘A hyponym ha a fuller, richer meaning than its superordinate’.  Brazil’  ‘tells 

the reader more than the ‘country’, So Brazil comes first.  

*Opposites 

Using opposites also contributes to making the text cohesive and coherent.  

*Salkie’s example  

‘At least 125 people died of AIDS in Bulawayo between April and June this year, according 

to City Health authorities...out of the 125, 71 were males while 54 were females.’ 

(Salkie, 1995, P.23) 

  

The contrast between males / females, in this example, is achieved through the use of ‘while’. 

According to Salkie, the reader, after ‘while’ expects ‘the opposite of ‘males’. “By creating 

this expectation and then satisfying it, the writer helps readers to navigate through the text… 

which is what cohesion is all about”(Salkie, 1995, P. 23). 

*Collocation  

Collocation is “the habitual co-occurrence of individual lexical items” (Crystal 1997:69),  

Halliday defines collocation as the tendency of certain lexical items to co-occur. 

*Halliday’s example      

    

‘A little fat man of Bombay 

 Was smoking one very hot day. 

  But a bird called a snipe 

  Flew away with his pipe, 

  which vexed the fat man of Bombay.’  

(Halliday, 1985, P. 312) 

 

Halliday explains that there is "a strong collocational bond between smoke and pipe" in 

the poem, making the occurrence of "pipe" in the fourth line cohesive. According to Nunan 

(1993: 30), lexical cohesion is, in many ways, the most interesting of all the cohesive categories. 

The background knowledge of the reader or listener plays a more obvious role in the perception 

of lexical relationships than in the perception of other types of cohesion. 
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Research Questions 
 

 Typically, a mental representation of a text (how we perceive it) does not exist in its 

whole in the mind of the hearer or reader. Rather, it is developed in stages through 

trial and error. Explain 

 “We may go even further and assert that the meaning of a text does not come into 

being until it is actively employed in a context of use. This process of activation of a 

text by relating it to a context of use is what we call discourse.” Elaborate more on this 

quote. 

 To what extent are co-text/ context of situation significant in the interpretation of 

texts?  

 The linguistic signals are planted in text as clues to assist the hearers/readers in 

coming up with an adequate mental representation. Explain and illustrate with 

examples. 

 Language has a magical property: when we speak or write we craft what we have to 

say to fit the situation or context in which we are communicating. But, at the same 

time, how we speak or write creates that very situation or context. (Gee, 1999 , P.11) 

 According to Cook (1989:70) “There are a number of pieces of evidence that the mind 

does in fact employ knowledge schemata in the interpretation of discourse. One piece 

of evidence is the fact that people…”  Which piece of evidence does he propose? 

 Yule (2006, p. 126) defines the concept of "coherence" as "everything fitting together 

well." Explain  

 In the view of Brown and Yule (1983), human processors are not like machines; they 

do not reject ungrammatical text, they try to interpret it. Explain 

 Cohesive devices are effective "to the extent that the text's cohesion permits them to 

construct a coherent discourse from it" (Widdowson, 2007, p. 49). Explain 
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 To what extent is the context significant in the interpretation of texts ? 

 Cohesion and coherence are terms used in discourse analysis to describe the properties 

of texts. Explain and illustrate with examples.   

 According to Yule, "schema" is a broad term for a typical knowledge structure that 

occurs in memory. Explain 

 Define the following items: scenarios, scripts, frames. 

 What does Nunan (1993, p. 30) mean when he says that lexical cohesion is, in many 

ways, the most interesting of all the cohesive categories? 
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UNIT 3 

PRAGMATICS 

 

One of the central questions of philosophy is how we interpret 

our world and our lives as being ‘meaningful’, or, more 

generally, how we generate meaning in the general sense of 

‘significance’. One of the most important tools we use to do this 

is language. And one of the most fascinating fields in linguistics 

is to study how speakers use their language to generate specific 

meanings in specific contexts. This is the interface where 

philosophy meets semantics and pragmatics.  

(Senft, 2014, p. 11) 

 

MAIN OBJECTIVES  
 

 

 Introduce the scope and aims of pragmatics. 

 Familiarize students with Grice's Theory of Implicature and the Speech-Act Theory. 

 Introduce some important concepts, including reference, deixis, and presumption. 
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3.1. A Pragmatic Approach to DA 
 

It is important to note that all study areas within discourse analysis are interconnected, 

making it often difficult to discern between them. Different traditions or schools have been 

identified with the express purpose of systematizing the study of discourse and differentiating 

various approaches to problem-solving within the subject. Among the most prominent schools 

are perhaps pragmatics, interactional sociolinguistics, the ethnography of communication, 

conversation analysis, and the variationist method. 

In the view of Senft (2014), the rise of pragmatics and its increasing popularity and 

influence since the 1970s are viewed by scholars as a reaction to the development of American 

structural linguistics, which culminated in Chomsky's proclamation of the "ideal 

speaker/listener in a completely homogeneous speech community" (Chomsky 1965, p. 3). The 

more influential the Chomskyan paradigm became in linguistics, the more linguists realised that 

this paradigm's general abstractions ignored the fact that language is realised in speech 

produced by speakers in various social, cultural, and political contexts with varying goals and 

intentions. In fact, language is much more than a grammatical algorithm and vocabulary; it is a 

tool for social interaction and communication between speakers (Senft, 2014).  

Linguistic pragmatics is the study of how speakers use their language(s) in various 

situations and contexts: what they do and why they do it. Pragmatics focuses on actual language 

users, their communicative behaviour, their world, and their perspectives (Senft, 2014).  

 Discourse analysis relies on pragmatics as an indispensable source of information. It is 

impossible to examine any speech without a firm foundational understanding of pragmatic 

phenomena and how they operate and interact.  Gricean pragmatics is regarded as one of the 

most important contributions to linguistics, since H. P. Grice's (1975) concepts regarding 

speaker meaning and the cooperative principle have been and continue to be the most influential 

in the field. 

3.2. Grice’s Cooperative Principle and Theory of Implicature 
The cooperative principle of Grice is a set of conversational norms. We must adhere to four 

maxims in order to be cooperative and understood. Below is a description of it according to 

Grice (1975).   

- The Cooperative principle 

Make your contribution such as is required, at the stage at which it occurs, by the accepted 

purpose or direction of the talk exchange in which you are engaged. 

A. The Maxim of Quantity 
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- Make your contribution as informative as is required (for the current purposes of the 

exchange). 

- Do not make your contribution more informative than is required. 

B. The Maxim of Quality 

Try to make your contribution one that is true, specifically: 

- Do not say what you believe to be false. 

- Do not say that for which you lack adequate evidence. 

C. The Maxim of Relation 

- Be relevant. 

D. The Maxim of Manner 

Be perspicuous, and specifically: 

- Avoid obscurity of expression. 

- Avoid ambiguity. 

- Be brief (avoid unnecessary prolixity). 

- Be orderly.          (p.45-6) 

Grice notes that people do not always adhere to these norms precisely, which is when 

conversational implicatures come into play. When a speaker breaks or "flouts" one of the 

maxims, the listener assumes the speaker is still attempting to cooperate and searches for a 

deeper meaning. This results in an inference, namely a conversational implicature. 

According to Grice, the hearer will consider the following factors when determining if a 

conversational implicature exists:  

- The usual meaning of the words employed, along with the identity of any potential 

allusions. 

- The Cooperative Principle and its guiding principles. 

- The utterance's context, whether verbal or otherwise. 

- Additional background information. 

- The fact (or claimed fact) that both participants have access to all pertinent 

information covered by the aforementioned headings and both participants are aware 

of or believe this to be the case (1975: 50). 

3.3. Speech acts 
Austin disagreed with the neopositivist theory that language can only be used to 

explain, confirm, and report physical truths or happenings. Using Wittgenstein's views, who 

proposed the maxim "Don't ask for the meaning, ask for the use," he argued for the 

active/performative side of language, illustrating language as a new means of social 

interaction (Bach, 1998). According to him, language is constative, descriptive, active, and 

performative. In this regard, he suggests making a distinction between constative claims, 

which have a truth value, and performative claims, which are connected to an action in the 

real world. His entire theory focuses on how language and meaning are connected to one 
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another. Austin's theories grew out of the fundamental conviction that language is a tool for 

carrying out actions. The William James Lectures at Harvard, which Austin delivered between 

1955 and 1962, were collected in a book titled How to Do Things with Words. This was the 

beginning of what is now known as the "speech act theory." Austin defines meaning as a link 

between the linguistic conventions attached to words and phrases, the situation in which the 

speaker actually conveys information to the listener, and the speaker's underlying intentions. 

Austin asserts that some utterances that seem to be statements lack the truth value that is 

thought to be a necessary component of statements. The act of making the assertion is, or is a 

component of, the act of doing anything, even though they don't "describe" or "report" 

anything. Austin refers to these as "performatives," contrasting them with "constatives," 

which are statements whose validity or untruth can be ascertained (Austin in Schiffirin, 

1994:53). 

The speech act idea has inspired numerous scholars in numerous fields. This theory 

mtivated Judith Butler to construct the notion of gender performativity within the field of 

gender studies. She believed that gender identity is socially produced and enacted, since it is 

the result of performative acts and behaviours. According to Butler, gender is not something 

we possess but rather something we act. 

3.3.1.The Three types of speech acts 

According to Austin, there are three different acts a person may execute by saying something: 

3.3.1.1.Locutionary act  

 The act of stating something ‘It’s  me again’ (surface meaning)  

     It includes three sub-levels: the phonetic act (verbal), which is the act of producing sounds, 

the phatic act (syntactic), which consists in producing sound characterized as words of a 

particular language organized according to the grammar of that language, and the rhetic act 

(semantic), which is the level of semantics, since it consists in producing statements with 

meaning and reference. 

3.3.1.2.Illocutionary act   

     The act performed by saying something 'It's me again,' (speaker's purpose to apologize). 

The illocutionary act relates to what is accomplished by saying something, or what the speaker 

intends to accomplish by saying something. Consider the following scenario: The speaker 

intended to give an instruction when he said "Close the door, please," and he intended to 

communicate a sentiment when he said "What a hot day, my God!" and so on. 
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3.3.1.3. Perlocutionary Act   

     The impact of the statement on the listener. ‘It’s me again’ (the effect of it is difficult to 

foresee or guess. In this case, the statement may make the addressee angry) 

By saying “The company may not be able to pay the employees this month”, whose 

illocutionary force is to give a piece of information, the speaker may cause the hearer to 

become worried. 

3.3.2. Classification of Acts 

Many philosophers believe Austin and his colleague Searle held opposing views on 

speech acts; whereas Austin emphasized a conventional interpretation of speech acts 

(illocutionary forces derive from a customary system of social interaction), Searle emphasized 

a psychological explanation (based on meaning, beliefs, etc.). In fact, Searle expressly 

connected the study of speech acts with the study of language, including its production, 

interpretation, and meaning (both speaker and linguistic meaning). Several analytic 

relationships exist between the concept of "speech acts," what the speaker wants, what the 

hearer understands, and the rules governing the linguistic elements. Therefore, Searle (1975) 

extended and refined Austin's theory by suggesting classifications limited to illocutionary acts. 

Therefore, there are at least five distinct types of illocutionary speaking acts, according to 

Searle. 

Assertives: a statement that expresses the speaker's belief about a fact of the world.  Assertives 

are expressed through statements that bind the speaker to the truth of the statement. For 

example, reciting a creed. 

Directives:  refer to the speech acts that are intended to elicit a specific response from the 

listener, such as requests, instructions, and recommendations. 

Directives express commands, orders, etc., which cause the hearer to act in a way or other. In 

this case, the world will adapt to the language. 

Commissives: refer to the speaker's commitment to something in the future, such as a promise. 

It is necessary to take action in order for the promise to make sense. 

Expressives: correspond to the speaker's feelings and emotions, such as thanking or 

congratulating someone. 

Declarations: Baptisms, judicial pronouncements (pronouncing someone guilty, or 

pronouncing someone husband and wife) are examples of acts that transform the world based 

on the content of the statement. 
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3.3.3. The notion of Indirectness 
Through indirect speech acts, the speaker communicates to the hearer more than S/he 

actually says by relying on their mutually shared linguistic and non-linguistic background 

knowledge, as well as the hearer's general powers of rationality and deduction. Such an act will 

need an analysis of mutually shared background information about the covaersation, as well as 

logic and linguistic rules. 

Indirectness is a typical conversation strategy. People useindirect speech acts for a 

variety of reasons and circumstances. Indirect speech acts are frequently associated with 

piliteness as a means of dealing with unwelcome messages (Leech, 1983). Instead of making 

a direct request (open the window), the speaker in the following example prefers to first 

justify the action. 

- E.g., it’s hot in here. 

In regard to indirect speech acts, Searle (1975) offers the categories of "primary" and 

"secondary" illocutionary acts. Primarily, the indirect illocutionary act is illocutionary. The 

primary illocutionary act is the literal uttering of the statement. “In indirect speech acts the 

speaker communicates to the hearer more than he actually says by way of relying on their 

mutually shared background information, both linguistic and nonlinguistic, together with the 

general powers of rationality and inference on the part of the hearer” (Searle, 1975,p.60). 

In linguistic literature, the following example is frequently used to illustrate the notion of 

indirectness.   

- Speaker X: "We should leave for the show or else we’ll be late." 

- Speaker Y: "I am not ready yet." 

In the above example, the primary illocutionary act is Y's rejection of X's suggestion, and the 

secondary illocutionary act is Y's remark that she/he is not ready to leave.  

Searle seeks to explain how humans can simultaneously grasp two meanings from a 

single utterance and respond to the correct meaning. Speaker and listener exchange 

information regarding how to identify and classify an utterance as a certain sort of act and as a 

linguistic unit that is formed and interpreted according to constitutive rules.  

To conclude, there are a limited amount of things we can achieve with language. We tell 

others how things are, try to persuade them to do things, commit to doing things, convey our 

sentiments and attitudes, and use our words to influence the world around us. At any 

particular moment, a speech may serve numerous purposes. Some utterances have dual roles 

because one action can be carried out through another. 
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3.4. Reference 
Numerous terms and expressions used in discourse serve as referents. They identify an 

entity within the text or the context of a sentence. Referents are frequently introduced into 

conversation using both indefinite and explicit terms (e.g., a man I met yesterday) and definite 

and inexplicit terms (e.g., he). Definiteness refers to the speaker's expectation that the hearer 

will be able to identify the particular, distinct entity to which he or she is referring. Explicitness 

refers to the transmission of information that actually enables the accurate recognition of a 

referent (Schiffrin, 1994). 

According to Salkie (1995, p. 65), there are two ways to work out the full meaning of a 

reference word in a text. One is to look at the surrounding text. "The other is to look outside the 

text in the real world." Salkie (1995) illustrates with the example of "we" that it can refer to a 

group of people, including the writer or the speaker. So we need to know who the writer or 

speaker is and which other people are included (the writer may include everyone in the world 

or can be more specific and refer to a smaller group). In this respect, Schiffrin (1994) believes 

that scholars typically see the process of referring to entities in the universe of discourse as 

pragmatic due to the fact that it involves speakers, their intentions, actions, and knowledge. In 

practice, certain forms of reference require mutual knowledge. Referring to an entity with the 

idea that the hearer will be able to identify it similarly depends on shared knowledge, beliefs, 

and assumptions. Thus, referring to an entity is not strictly semantic or truth-conditional but 

pragmatic as well. 

3.5. Deixis 
This term is defined by Fillmore (1982) as follows: 

 

Deixis is the name given to uses of items and categories of 

lexicon and grammar that are controlled by certain details of 

the interactional situation in which the utterances are 

produced. These details include especially the identity of the 

participants in the communicating situation, their locations and 

orientation in space, whatever on-going indexing acts the 

participants may be performing, and the time at which the 

utterance containing the items is produced.             (1982, p. 

35) 

The phenomena of deixis makes it easy to see how language and context interact. Deictic 

linguistic items are those that are closely related to the context of an utterance, such as 
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demonstratives, pronouns, tense, place, and time adverbs like now and here, some verbs like 

bring and take, and others. These words have also been referred to as shifters or indexical 

expressions since their referential meaning changes with each new speaker or context of use. 

They signify or point to other entities inside the text or context of an utterance.  

Deixis, according to Levinson (1983), describes the way that languages encode or 

grammaticalize aspects of the context of an utterance or speech occurrence, and how this affects 

how utterances are understood. Therefore, the pronoun "this" does not always name or refer to 

a specific entity; rather, it serves as a placeholder or variable for a specific entity that is indicated 

by the context (for example, through a gesture) (Levinson, 1983). 

Deixis has traditionally been broken down into three basic categories: time, place, and 

person (Levinson, 1983). In person deixis, the participants in the speech event in which the 

utterance in question is delivered are coded according to their roles. Usually, the first, second, 

and third person pronouns are used to encode this function. The encoding of spatial places in 

relation to the locations of the participants in the speech event is known as place deixis. The 

basic language manifestations of this form of deixis are demonstratives (such as the English 

this or that) and deictic adverbs of place (such as here or there in English). That and there are 

cases of distal (or nonproximal to the speaker) place deixis, whereas this and here are examples 

of proximal (or close to the speaker) place deixis. The encoding of temporal points and spans 

in relation to the time at which an utterance is pronounced is known as time deixis. Time deixis 

is mostly encoded in English via tenses and a few time adverbs, such as now and then, 

yesterday, tomorrow, and last year. 

We must also include discourse (or text) deixis and social deixis when discussing deixis. 

Discourse deixis refers to the use of terms within an utterance to refer to a segment of the 

discourse containing the utterance. Discourse-deictic terms consist of both time and place 

deictic terms that refer to an upcoming or prior section of the discourse. It is crucial to 

distinguish between discourse, deixis, and anaphora in this instance. Anaphora typically 

involves using a pronoun to refer to the same referent previously mentioned., as in: 

- The boy opened the door. He was late. 

where "the boy" and "he" are said to be co-referential because they share the same referent. 

Deixis in discourse usually involves a pronoun or expression that refers to the linguistic 

expression (or segment of discourse) itself, as in: 

- A: Trust me; I adore you. 

- B: That’s the best compliment I’ve ever heard! 

-  

Here "That" refers to A’s whole utterance. 
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When used at the beginning of an utterance, discourse connectors or pragmatic markers 

like however, besides, also, moreover, well, and anyway are also considered discourse-deictic 

because they refer to or show a relationship with other parts of the ongoing discourse.  

Social deixis marks "social relationships in linguistic expressions [...] with reference to 

the social status or role of participants in the speech event" (Levinson 2005, 119). According to 

some linguists, social deixis is a subset of person deixis. The manner in which we organise our 

utterances is determined by our social rank and that of our addressee, as well as our relationship 

to the other participants in the speech event. This is represented in the pronominal system of 

many languages, which distinguishes between formal and informal address with the second 

personal pronoun. This distinction is known as the T/V distinction, derived from the French 

terms “tu” and “vous” (Grundy 2000, 26; Mey 2001, 274; Yule 1996, 10). 

 

3.6. Presupposition 
  

Presuppositions, like implicatures, are a type of language inference. While implicatures 

cannot be claimed to be semantic (since they are reliant on contextual assumptions rather than 

being built into the linguistic structure of the sentences that trigger them), presuppositions are. 

However, because they are very sensitive to specific contextual elements, they cannot be 

considered semantic in the limited sense (Levinson, 1983). Presuppositions appear to be linked 

to specific words or characteristics of the surface structure in general, as seen in the examples 

below. 

Examples: 

- Peter no longer drinks tea fiction. (Presupposition: Peter used to drink tea). 

- Have you watched Titanic? (Presupposition: Titanic has already been released)  

- Have you met Jamie? (Presupposition: Jamie exists). 

Yule (2010) stated there are six types of presuppositions.  

- The existential presupposition 

 It is the assumption assumed to be committed to the existence of the entities' names by the 

speaker and assumed to be present in the noun phrase.  

Example 

 My mother’s car is blue (my mother exists and that she has a car 

- Factive presupposition 

It is the assumption that is true and can identify by some verbs such as ‘know’, ‘realize’, ‘ 

regret’, ‘be’, ‘ aware’, ‘odd’, and ’ glad’. 
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Example 

John didn’t realize that the car was cheap (The car was cheap) 

- The non-factive presupposition  

It is the contrast of factive presupposition. It is assumed not to be true. Verbs like dream, 

imagine and pretend are used with the presupposition that what follows is not true. 

Example 

Clara dreamed that she was rich (Yule, 2010) (Sarah was not rich) 

- Lexical presupposition 

It is the presupposition that use of one word with is asserted meaning is conventionally 

interpreted with the presupposition that another (non; asserted) meaning is understood.  

Other examples involving the lexical presupposition are, ‘stop’, ‘start’, ‘again’.  

Example 

She stopped smoking (he used to smoke)  

- Structural Presupposition 

It is the assumption associated with the use of certain words and phrase and assumed to be 

true,for example, WH question construction in English are conventionally interpreted with the 

presuppositionthat the information after the WH- form is already known to be case. 

 Example 

When did he leave? (He left)Where did you buy the bike? (You bought the bike) 

- The counter-factual presupposition 

It is the assumption that what is presupposition is not only untrue, but it is opposite of what is 

presupposed is not only untrue, but it is opposite of what is true, or contrary to fact. For instance, 

some conditional structure, generally called counterfactual conditionals presuppose that the 

information in if clause is not at the time of utterances. 

Example 

If you were my friend, you would have helped me (>> you are not my friend) 
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Research Questions 

 

 

 In the view of Senft (2014), the rise of pragmatics and its increasing popularity and 

influence since the 1970s are viewed by scholars as a reaction to Chomsky’s (1965) 

idealistic views about language. Discuss  

 Why is Gricean pragmatics regarded as one of the most important contributions to 

linguistics? 

 Why did Austin disagree with the neopositivist theory?  

 Provide examples for constative and for performative sentences. 

 Searle (1975) elaborates the classification of speech acts into five classes. 

Discuss and provide examples 

 According to Salkie (1995, p. 65), there are two ways to work out the full meaning of 

a reference word in a text. What are they? Provide examples. 

 Deixis makes it easy to see how language and context interact. Explain and provide 

examples. 

 Apart from the three known types of deixis (time, place, person), what are the other 

types?  

 Presuppositions are context sensitive. Explain and provide examples. 

 What are the six types of presuppositions proposed by Yule (2010)?   
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UNIT 4 

INTERACTIONAL SOCIOLINGUISTICS 

 

Interactional sociolinguistics developed at the crossroads of 

several disciplines extracting its roots from even more diverse 

areas of scholarly research, such as: ethnography, dialectology, 

pragmatics and conversation analysis, areas to which it is 

closely related.  

(Irimiea, 2018, p. 62) 

MAIN OBJECTIVES  
 

 Define the scope and aims of interactional sociolinguistics. 

 Introduce the foundational theories and concepts of interactional sociolinguistics. 

 Highlight Gumperz and Goffman’s contribution to interactional sociolinguistics. 

 Identify the methods of research in interactional sociolinguistics. 

 Outline the main concepts and tenets of the Theory of Politeness. 

4.1. Interactional Sociolinguistics 
Interactional sociolinguistics is an interdisciplinary approach to discourse analysis. It is 

based on anthropology, sociology, and linguistics and is concerned with the study of the links 

between language, culture, and society. Interactional sociolinguists regard discourse as a social 

interaction in which the use of language facilitates the emergent production and negotiation of 

meaning; consequently, they constantly rely on naturally occurring interactions as a source of 

data. They regard situated behaviour as the site where societal and interactive forces collide, 

and they concentrate on how such interaction is dependent on culturally informed but situated 

inferential processes, which play a role in the speakers' interpretative constructions of the type 

of activity they are engaged in. 

Bailey (2008) identifies the value of interactional sociolinguistics as "analyzing how 

social knowledge and linguistic knowledge intersect in creating meaning in talk," to which he 

adds another dimension, the "cultural nature of communicative action" (p. 2317). Consequently, 
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interactional sociolinguistics can be regarded as a broad, multidisciplinary approach that resides 

at the junction of multiple disciplines and borrows some of their methodologies. It also shows 

how linguistic and cultural factors work together with social factors to create meaning in 

speech.  

Interactional sociolinguistics grew out of Gumperz and Hymes' seminal 1972 book 

Directions in Sociolinguistics: The Ethnography of Communication. Several questions were 

raised in this seminal work that underlined the major challenges for interactional 

sociolinguistics. Gumperz and Hymes' first notable concern was the search for a theory that 

could address language as an important aspect of social and cultural processes, as well as the 

necessity to establish methodologies and applicable technical concepts. Their determination to 

delve further into the relationship between language and society happened amid a period of 

political upheaval marked by decolonization, civil rights movements, educational difficulties, 

and so on. Their desire to describe models of language-social interaction arose from their 

realisation that there must be a method that connects the disciplines (Hymes, 1972). Indeed, 

this was an early and clear acknowledgement of the interdisciplinarity of interactional 

sociolinguistics'  and its ability to attract research issues from linguistics, anthropology, 

sociology, and psychology. 

4.2. John Gumperz’s contribution to Interactional Sociolinguistics 

John Gumperz provides an interpretative sociolinguistic approach to the examination of 

real-time processes in face-to-face conversations in his 1982 essay titled "Discourse Strategies." 

Gumperz emphasizes the influence of social and cultural forces on cognition and language. 

Gumperz argues that we must comprehend and study the influences of culture and society on 

language (1982). 

The contextualization cue is a key concept in interactional sociolinguistics. According to 

Gumperz (1999), a contextualization cue is any verbal sign that, when processed in conjunction 

with symbolic grammatical and lexical signs, creates the contextual foundation for situated 

interpretations and thus influences how constituent messages are understood. Intensity or any 

prosodic choices, conversational code-switching, lexical or syntactic choices, style switching, 

and facial and gestural cues are a few examples of contextualization cues.  

Gumperz approached social interactions micro-analytically. He was asked in a 1979 

interview by John Twitchin why he was interested in micro-analyses rather than macro-level 

analyses of social processes in a multi-racial society where racial discrimination and economic 

disadvantages dominated the British political, economic, and cultural scene. Gumperz 

responded to this argument by saying that there is no doubting that political and economic 
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factors have a significant role in race relations and that, ultimately, redressing the balance of 

discrimination is a matter of power. However, communication is a powerful tool. Gumperz was 

successful in unravelling and analysing segments of audio and video recordings of located 

interactions, contributing to the creation of a fundamental process for examining social 

interactions. Gumperz's micro-analyses of recorded conversations addressed the political issues 

of race, discrimination, class stratification, and gender relations. 

4.3. Erving Goffman’s Contribution to Interactional Sociolinguistics 

Goffman has undoubtedly been one of the most influential authors in the study of 

interactional sociolinguistics. He used the term "interaction orders" to refer to the shared 

standards and expectations that members of a group employ to govern their daily social 

interactions and sense-making, which take the form of location- and circumstance-specific 

behaviours that are taken for granted. 

Although Goffman views talk as the fundamental medium of interactions, he also places 

great emphasis on co-presence, which draws attention to the body, its posture, and its 

presentation. As Schiffrin (1994) notes, Goffman contends that the self is a social construction, 

and one way to view the self as a social, interactive construction is through the concept of 

"face," the positive social value a person effectively claims for himself by the line others assume 

he has taken during a particular contact (Goffman, 1967, p. 5). Face maintenance is one of the 

requirements of interaction. In order to interact face-to-face or to retain face, individuals are 

required to conduct themselves in a manner compatible with this picture. Both avoidance and 

presentational interpersonal rituals contribute to the maintenance of the face. 

Frame is another significant notion in Goffman's description of interaction. Goffman 

examines how social actors organise their experience in terms of recognisable activities (e.g., a 

business meeting, a lecture, or a game of chess), which are the frames through which individuals 

form their experience. Thus, framing organisational activity is socially situated. Goffman's 

frame analysis demonstrates how individuals can deal with various, interrelated realities, thus 

revealing the intricacy of everyday social interactions. 
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4.4. Research Methods 

Interactional sociolinguists use audio or video recordings of conversations or other 

interactions as research methodologies. Language can be analysed in a variety of ways, 

depending on the methodology of discourse analysis used to isolate instances of interactional 

sociolinguistics. Despite the fact that Gumperz pioneered his framework several decades ago, 

anthropologists continue to utilise it in their studies today. 

Researchers frequently focus on certain linguistic components. Some concentrate on 

specialised word usage, such as connotation and indexicality. Schiffrin, who isolated 12 terms 

to analyse in her research of Jewish communities and their use of speech in Philadelphia, is an 

example of an anthropologist who used this type of methodology in her work (Schiffrin, 1987). 

Linguistic analysis tools, such as evaluating linguistic structures and the roles they play within 

conversational discourse, take a significant part in establishing relational frameworks 

employing discourse analysis (Schiffrin, 1987). Analysis focuses not only on linguistic 

structures like words, sentences, syntax, phonology, and so on, but also on subtle clues like 

prosody and register that communicate contextual presuppositions. 

Linguistic analysis is not the sole component that may be used to identify instances of 

interactional sociolinguistics. Understanding this phenomenon is also influenced by culture. 

Many linguistic anthropologists have come to realise that language and culture are not different 

things, but rather processes that coexist. These contextualization cues vary by culture and are 

frequently unconscious. Linguistic anthropology assists in making explicit implicit cultural 

aspects that are frequently unknown to the speaker. When conversation participants come from 

different cultural backgrounds, they may miss these subtle signs in one another's speech, 

resulting in misunderstanding (Gumperz, 1982).  

Gumperz's framework of interactional sociolinguistics has been used extensively to 

investigate the concepts of misunderstanding, contextualization, and culture. Gumperz's 

paradigm is frequently employed in the context of jokes and how, when, and why they are used 

in conversation by a certain culture. Catherine Evans Davies is one anthropologist who has used 

interactional sociolinguistics methodology in her research. She employs it in her ethnographic 

research to better understand how language learners begin to make sense of social interaction 

in that language by conversing with native speakers using jokes (Davis, 2003). She analyses 

the utility of Gumperz's theory in her technique, which emphasises conversational analysis for 

the goal of interpreting distinct linguistic practises, in this case humour and joking, in her work. 

Interactional sociolinguistic discourse analysis is useful in more than just jokes and humour. It 

is a viable and productive study approach for anyone interested in the interactions of language, 
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culture, and meaning. Karen Grainger used it in her study of caregiver-elderly relationships. 

Karen Grainger uses interactional sociolinguistics in her paper "Reality Orientation in 

Institutions for the Elderly: The Perspective from Interactional Sociolinguistics" to argue 

against a procedure of elder therapy known as "Reality Orientation" (Grainger, 1998). In this 

work, Grainger employs discourse analysis to investigate some of the therapists' scripts and 

patterns of speaking. Using Gumperz's paradigm in this way demonstrated that this type of 

therapy may be widening the gap between patients and staff. Grainger employs interactional 

sociolinguistics in this case to understand how power hierarchies are constructed and 

maintained, whether purposefully or accidentally.  

4.5. Politeness 
In the 1970s, Penelope Brown and Stephen Levinson established an important subfield of 

pragmatics known as politeness theory. The idea mainly relies on Erving Goffman's concept of 

face theory and has advanced this concept by focusing on how and why we are polite to others. 

4.5.1.Leech’s Approach to Politeness 

Leech (1983) asserts that the cooperative principle and the politeness principle do not 

act independently. His model of politeness is founded on interpersonal rhetoric and views 

politeness as conflict avoidance. He (1983) maintains that the function of the politeness 

principle is "to maintain the social equilibrium and the friendly relations that enable us to 

assume that our interlocutors are being cooperative in the first place" (p. 82). Leech (1983, p. 

132) came up with a set of maxims called "The Politeness Principle" to explain how 

politeness works in conversations. 

Leech’s Maxims 

- Tact maxim (in directives [or impositives] and commissives): minimize cost to other; 

[maximize benefit to other]  

- Generosity maxim (in directives and commissives): minimize benefit to self; 

[maximize cost to self] 

- Approbation maxim (in expressives and representatives [assertives]): minimize 

dispraise of other; [maximize praise of other] 

- Modesty maxim (in expressives and representatives): minimize praise of self; 

[maximize dispraise of self] 

- Agreement maxim (in representatives): minimize disagreement between self and 

other; [maximize agreement between self and other] 

- Sympathy maxim (in representatives): minimize antipathy between self and other; 

[maximize sympathy between self and other] 
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 The distinction between "relative politeness" and "absolute politeness" is made by Leech. The 

former refers to politeness in regard to a certain situation, whereas the later refers to the degree 

of politeness inherent to particular speaker acts. Consequently, some illocutions (such as orders) 

are inherently impolite, whilst others (such as offers) are naturally polite. Negative civility, 

according to Leech, involves limiting the impoliteness of impolite illocutions, whereas positive 

politeness involves increasing the politeness of polite illocutions. 

4.5.2. Robin Lakoff’s approach to politeness 

According to Lakoff (1990), politeness is “a system of interpersonal relations designed 

to facilitate interaction by minimizing the potential for conflict and confrontation inherent in 

all human interchange" (1990: 34).  Lakoff attempts to come up with pragmatic rules to go 

along with syntactic and semantic rules for Grice's cooperative principle, which she renames 

"rules of conversation." The search for pragmatic rules would have to be rooted in the notion 

of pragmatic competence (Watts, 2003). When people converse, they generally adhere to 

cultural norms, showing that they are competent speakers. Conversation rules include 

overarching pragmatic competence rules and subrules, such as "be clear" and "be polite." 

Rule one (Be clear) is the Grecian CP. This maxim is dominated by the rules of politeness. 

CP simply means that when people engage in a conversation, they will say something 

appropriate at that point in the conversation. Rule two (Be Polite) consists of a subset of three 

rules: (1) Don’t impose, (2) give options, and (3) make A feel good—be friendly. 

 4.5.3. Brown and Levinson’s Theory of Politeness 

 In their model, politeness is defined as redressive action taken to counterbalance the 

disruptive effect of face-threatening acts (FTAs).  The basic notion of their model is "face." 

This is defined as "the public self-image that every member of society wants to claim for 

himself." In their framework, face consists of two related aspects.   One is negative face, or the 

rights to territories, freedom of action, and freedom from imposition—wanting your actions not 

to be constrained or inhibited by others.   The other is positive face—the positive, consistent 

self-image that people have and their desire to be appreciated and approved of by at least some 

other people. 

 According to Brown and Levinson (1987) politeness is the sum of rational actions people 

take to maintain both types of faces, for themselves and those with whom they interact. Brown 

and Levinson also argue that in human communication, whether spoken or written; people tend 

to keep one another's faces.   In everyday conversation, we adapt our utterances to different 

situations. Among friends, we take liberties or say things that would seem discourteous to 
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strangers. In both situations, we try to avoid making the listener feel embarrassed or 

uncomfortable. 

Consider the following examples: 

  

- I want some lemonade. 

- Is it okay if I have a lemoande? 

- Is it possible for me to have some lemonade? 

- It's so hot. It makes you really thirsty. 

  

 Brown and Levinson divide human politeness into four groups: bald on record, negative 

politeness, positive politeness, and off-the-record-indirect strategy.  The bald on-record strategy 

does nothing to reduce threats to the listener's "face" (I want some lemonade).  The positive 

politeness strategy demonstrates that you recognize your listener has a face that must be 

respected. It also confirms that the relationship is friendly and expresses group reciprocity. (Is 

it possible for me to have some lemonade?)   The negative politeness strategy recognizes the 

hearer's face, but it also admits that you are in some way imposing on him/her. (I don't want to 

bother you, but would it be possible for me to have a lemonade?)   Off-record indirect strategies 

take some of the pressure off. You are trying to avoid the direct FTA of asking for a beer. You 

would rather it be offered to you once your hearer sees that you want one. (It is so hot, it makes 

you really thirsty.) 
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Research Questions 

 

 Interactional sociolinguists regard discourse as a social interaction in which the use of 

language facilitates the emergent production and negotiation of meaning. Discuss 

 Bailey (2008) identifies the value of interactional sociolinguistics as "analyzing how 

social knowledge and linguistic knowledge intersect in creating meaning in talk." 

Explain 

 How did   Gumperz and Goffman contribute to interactional sociolinguistics? 

 What are the main research methods in interactional sociolinguistics? 

 Leech (1983) asserts that the cooperative principle and the politeness principle do not 

act independently. How so. 

 Leech (1983, p. 132) proposed a set of maxims called "The Politeness Principle" to 

explain how politeness works in conversations. What are they? 

 Discuss with some of your classmates Robin Lakoff’s approach to politeness. Write a 

summary of the discussion in your own words. 

 What are the main ideas in Brown and Levinson’s Theory of Politeness? 
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UNIT 5 

CONVERSATION ANALYSIS 

What then makes us one species? Anything? Just our anatomy 

and physiology? Is everything else the product of the Tower of 

Babel, for better or for worse? Is  there nothing which 

transcends the heterogeneities of culture, language, ethnicity, 

race, gender, class, nationality, and so on? Is it not, in the end, 

the formal  organizations of interactional practice - conversation 

preeminent among them -  which provide that armature of 

sociality which undergirds our common humanity? 

 

(Schegloff, 1999, p. 427) 

MAIN OBJECTIVES  
 

 

 Define the scope and aims of conversation analysis. 

 Introduce some foundational concepts in CA such as turn taking, adjacency pairs, 

preference organization, overall organization, etc. 

 Familiarize students with some transcription techniques. 
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5.1. Conversation Analysis: Overview 

 

Conversation analysis (CA) is a type of social interaction research that empirically 

investigates the mechanisms by which people establish mutual understanding (Flick, 2009). CA 

originated in the middle to late 1960s as a result of the collaboration of sociologists Harvey 

Sacks and Emmanuel Schegloff and a number of their students. In their initial investigations, 

Sacks, Schegloff, and Jefferson devised a rigorous framework for the empirical study of talk-

in-interaction; hence, their findings have proven to be robust and cumulative (Sidnell, 2010). 

Their pioneering investigations laid the groundwork for subsequent study, so that we now have 

a substantial body of findings about key aspects of human social interaction, such as turn-taking, 

action sequencing, and repair. 

According to Sidnell (2010), within linguistics, conversation analysis is frequently 

confused with pragmatics or discourse analysis. However, CA differs fundamentally from these 

methods in that interactional activity rather than language itself is the major object of study. 

Due to the essential role of language in human social interaction, the ultimate objective of CA 

is to identify and explain interactional structure, not linguistic structure. Interactions are in fact 

intricately organised and, as such, accessible to formal analysis, which is a fundamental 

discovery of CA. 

CA began with a focus on casual conversation, but its methods were later modified to 

include more task- and institution-centered interactions, such as those occurring in doctors' 

offices, courts, law enforcement, helplines, educational settings, and the mass media, and to 

emphasize multimodal and nonverbal activity in interaction, such as gaze, body movement, and 

gesture. As a result, the word "conversation analysis" has evolved into somewhat of a 

misnomer, although it continues to be used to refer to a separate and effective method for 

analyzing interactions. Sometimes, CA and ethnomethodology are considered a single field and 

referred to as "EMCA." 

5.2. Methods and central concepts of CA 

Conversation analysis presents a model that can be used to comprehend interactions, as 

well as a variety of descriptive notions. It is primarily considered as a collection of turns of 

speech; faults or misconceptions in speech are handled through repairs, and turns may be 

distinguished by the delay between them or other linguistic characteristics. 
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5.2.1. Overall Structural Organization 

According to Sidnell (2010), there is an organisation pertaining to situations or encounters 

as a whole; this is referred to as "overall structural organization" or, simply, "overall 

organization." There are specific places within a given occasion where particular actions are 

performed. The right time to exchange greetings is at the beginning of a meeting, not at the end. 

Similarly, introductions between strangers are crucial at the beginning of a conversation, 

according to Sidnell (2010). 

- An example of an opening from a conversation between two close 

friends. (Sidnell, 2015, p. 174) 

Hyla & Nancy  

01              ((ring)) 

02 Nancy:  H’llo:? 

03 Hyla:       Hi:, 

04 Nancy:  ↑ HI::. 

05 Hyla:      Hwaryuhh= 

06 Nancy:    =↓ Fi:ne how’r you, 

07 Hyla:      Oka:[y, 

08 Nancy:           [Goo:d, 

09                        (0.4) 

10 Hyla:              mkhhh[hhh 

11 Nancy:                       [What’s doin, 

12                       (·) 

13 Hyla: ->       aAh:,          noth[i : n :, ] 

14 Nancy: ->                       [Y’didn’t g]o meet Grahame?= 

 

The explanation provided by Sidnell (2015) is that in this example, Hyla has called 

Nancy. A reciprocal exchange of personal state queries concludes with Nancy's "good" rating 

at line 8. The participants have reached "anchor position" at this point; however, instead of the 

caller introducing the initial topic, lines 09–10 include silence and audible breathing from Hyla. 

This prompted Nancy's "What are you doing?" at line 11, asking Hyla (the caller) to bring up 

the first issue and indicates that this is the place to do so. After Hyla says, "Oh, nothing," Nancy 

follows a specific subject by asking, "Why didn't you go meet Grahame?" 

5.2.2. Turn taking 

The description of a model in a publication titled The Simplest Systematics (Sacks et al., 

1974), which was very important for the area of conversation analysis and one of the most 

cited journal articles published in Language, was the starting point for the analysis of turn-

taking. (Sacks et al., 1974) 
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 The concept is intended to explain that when individuals engage in conversation, they 

do not always speak at the same moment, but often, one person speaks at a time, and then 

another can follow. A speaker's contribution of this nature to a discourse is referred to as a 

"turn."  

Turn construction units (TCUs) are certain forms or units that listeners can recognize 

and count on to create a turn. Speakers and listeners will know that such forms can be a word 

or a clause and use this knowledge to predict when a speaker is finished speaking so that 

others can speak, thereby minimizing overlap and silence. A listener will look for transition 

relevant places (TRPs), or spots where they can begin speaking, based on how the units 

appear over time. Turn construction units can be formed or identified in four different ways 

(Ford et al. 1996). 

- Grammatical methods, i.e., morph syntactic structures 

- Prosodic methods, e.g., pitch, speed, and changes in pronunciation 

- Pragmatic methods: Turns do things, and a turn can be pragmatically over when the 

listeners have heard and learned enough. 

- Visual cues such as gesture, gaze, and body movement are also used to indicate the 

end of a turn. For example, a person speaking looks at the next speaker when their turn is 

about to end. 

Each time a turn is over, speakers also have to decide who can talk next, and this is 

called turn allocation. The rules for turn allocation are commonly formulated in this way: 

1 a. If the current speaker selects a next speaker to speak at the end of the current TCU (by 

name, gaze, or contextual aspects of what is said), the selected speaker has the right and 

obligation to speak next. 

b. If the current speaker does not choose a replacement, other potential speakers have the 

option to self-select (the first starter has the first turn). 

c. If options 1a and 1b have not been implemented, the current speaker may continue with 

another TCU. 

2. At the end of that TCU, the option system applies again. 

Based on the way people take turns, there are three different types of silence: 

- Pause: A period of silence within a speaker's TCU, that is, during a speaker's turn 

when a sentence is incomplete. 

- Gap: A period of silence between turns, such as when a question is posed but not 

answered. 
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- Lapse: A period of silence during which no sequence or other structured action is 

occurring: the current speaker stops speaking, no next speaker is selected, and no one self-

selects. Even if the pauses are short, people usually look away or do something else to stop 

paying attention. 

Some sorts of turns may necessitate additional effort before they can be executed 

correctly. Speakers desiring a lengthy turn, for example, to tell a story or report significant 

news, must first demonstrate that others will not intrude throughout the telling through some 

type of introduction and listener consent. The preamble and its accompanying authorization 

constitute a pre-sequence (Schegloff,  2007). Conversations cannot be terminated by "just 

stopping," but require a specific ending sequence. (Schegloff,et al,1973). 

 

5.2.3. Action and Sequence Organization 

In discussion, actions frequently occur in pairs, and a first action such as a complaint, 

request, or invitation makes a subsequent response action pertinent (or a delimited range of 

responses). Participants may perceive that action as absent if it is not carried out. Schegloff 

(1968) referred to this relationship as "conditional relevance" and the unit as an "adjacency 

pair." Participants' interactions mirror the normative nature of the adjacency pair. As the 

principle of conditional relevance suggests, when a question goes unanswered, questioners 

consider the answer to be "noticeably" lacking. The direction of a questioner toward a missing 

response can be observed in three frequent forms of subsequent behaviour: pursuit, inference, 

and report (Sidnell, 2015). 

- Example; A mother asks the child, Roger, what time it is. (Drew, 1981, p. 249)  

01 Mom:                     What’s the time- by the clock? 

02 Roger:                     Uh 

03 Mom:                      What’s the time? 

04                                 (3.0) 

05 Mom:                     (Now) what number’s that?  

06 Roger:                     Number two 

07 Mom:                      No it’s not 

08                                 What is it? 

09 Roger:                     It’s a one and a nought 
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The explanation provided by Sidnell (2015) is that after Roger fails to provide a response 

in line 2, Mother repeats the inquiry in line 3. Here, the absence of a response motivates the 

pursuit of one. After three seconds of silence in response to the second query, Mother changes 

the question to, "What number's that?" Observe that the first inquiry, "What's the time?" 

involves a complex, multi-step process for the child: He must first identify the numbers to which 

the hands are pointing and then use those figures to calculate the time. In response to the child's 

inability to answer this question, Mother breaks down this complex task into its component 

parts. Thus, the mother's following behaviour suggests that the child did not respond because 

he was unable to do so. Although this is not the case, questioners may describe an absence of 

response by using phrases such as "you are not answering my question," "he did not answer the 

question," "she did not respond," etc. In public inquiries, for instance, attorneys frequently 

assert that the witness is not answering the question posed (Sidnell 2010). 

5.2.4. Repair Organization 

When people talk together, they have trouble with speaking, hearing, and/or 

understanding. Even the most eloquent among us occasionally make blunders as speakers. 

Sometimes, the environments with which we interact are characterised by ambient noise. It is 

possible for recipients to be distracted or to have hearing loss. A recipient may be unfamiliar 

with a word, or it may fail to uniquely recognise a referent. There may be ambiguity in a 

lexical statement or grammatical formulation. These elements and others contribute to the 

ubiquity of problems. 

Sidnell (2015) notes that what is referred to, as "repair" is an organised set of practices 

through which interaction participants can address and potentially overcome such problems. 

The repair process is organised in three fundamental ways. 

- First, it distinguishes between repair initiation and repair execution. 

- Second, it is organised according to position (in relation to the source of trouble: same 

turn, transition space between turns, next turn, and third position). 

- Thirdly, a division between self (i.e., the person responsible for the source of the 

problem) and others.  

The fundamental structure of repair may be described, as Sidnell (2015) argues,  by virtue of 

the turn-taking system, which grants the current speaker the authority to generate a single 

TCU through to its earliest potential point of completion, the speaker of the source of the 

problem has the first opportunity to start and perform repair.  

Example (Sidnell, 2015, p. 178) from Deb and Dick. 
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 In the second unit here, Deb produces a minor hitch over the word after “everybody” 

(possibly going for “stayed”) and self-repairs with “still here.” 

- Deb and Dick  

07 Deb: [.h Oh: just grea:t,<everybody:st- still here. 
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Research Questions 

 

 

 How did the sociologists Harvey Sacks and Emmanuel Schegloff contribute to the 

development of the discipline of conversation analysis? 

 How does conversation analysis differ from pragmatics and discourse analysis? 

 How can CA contribute to research in educational settings? 

 Provide examples to explain the term ‘Overall Structural Organization’ 

 What is the term ‘turn taking’ mean in CA? 

 What do ‘turn construction units’ refer to? 

 What is action sequencing in conversations? 

 What does adjacency pair mean? 

 What is the structure of ‘repair?’ 
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UNIT 6 

THE ETHNOGRAPHY OF 

COMMUNICATION 

 

 Hymes repeatedly emphasizes that what language is cannot be 

separated from how and why it is used, and that considerations 

of use are often prerequisite to recognition and understanding of 

much of linguistic form. While recognizing the necessity to 

analyze the code itself and the cognitive processes of its 

speakers and hearers, the ethnography of communication takes 

language first and foremost as a socially situated cultural form, 

which is indeed constitutive of much of culture itself. To accept 

a lesser scope for linguistic description is to risk reducing it to 

triviality, and to deny any  possibility of understanding how 

language lives in the minds and on the tongues of its users. 

 

 

(Saville-Troike, 2003, p. 3) 

MAIN OBJECTIVES  
 

 

 Define the scope and aims of conversation analysis. 

 to highlight Hymes’s contribution to the field. 

 Introduce the concept of “Communicative Competence”. 

 Introduce the main notions and concepts of the approach. 

 

 

 

 

 



74 
 

6.1.Historical Background 

The ethnographic approach to DA is founded on linguistics and anthropology. Despite 

having distinct objectives and methodologies, these two fields have an interest in 

communication. The way in which humans communicate is part of their cultural repertoire for 

making sense of the world and interacting with it. Culture is a system of ideas that underlies 

and lends significance to societal behavior (Schiffrin, 1994). General objectives of this 

qualitative research method include the ability to determine which communication acts and/or 

codes are significant to different groups, what types of meanings groups assign to different 

communication events, and how group members acquire these codes in order to provide 

insight into specific communities. This additional knowledge can be used, among other 

things, to improve communication with group members, make sense of group members' 

decisions, and differentiate groups from one another. 

To provide support for his concept of communicative competence, which was a reaction 

to Noam Chomsky's distinction between linguistic competence and linguistic performance, 

Hymes proposed the ethnography of communication as an approach for analyzing patterns of 

language use within speech communities (Hymes, Dell 1976). The term was Originally 

coined "ethnography of speaking" in Dell Hymes' eponymous 1962 paper, it was redefined in 

his 1964 paper, Introduction: Toward Ethnographies of Communication, to accommodate for 

the non-vocal and non-verbal characteristics of communication; however, most EOC 

researchers still tend to focus on speaking as it is generally regarded as " a prominent, even 

primordial, means of communication." (Lindolf & Taylor, 2002) 

The term "ethnography of communication" is intended to describe the features that an 

anthropological approach to language must possess. According to Dell Hymes, it must 1) 

examine directly the use of language in contexts of circumstances in order to discover speech 

activity patterns and 2) use as context a community, researching its communicative habits as a 

whole.In other words, the analysis of a culture's or community's communication, linguistic 

and otherwise, must take into account the sociocultural context of its use and the functions of 

the imparted meanings, rather than separating linguistic form from its function. According to 

Cameron (2001), " If you are mainly concerned with the way a certain speech event fits into a 

whole network of cultural beliefs and practices, you will spend more time describing things 

that are external to the talk itself: who the speakers are, where they are, and what beliefs and 

customs are important in their lives. " (Cameron, 2001).  
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6.2.Significance 

While the primary objectives of ethnography are descriptive, knowledge regarding 

varied "ways of speaking" is a fundamental contribution. Indeed, the potential value of 

ethnography of communication extends much beyond a simple compilation of facts about 

communicative behaviour (Saville-Troike, 2003). 

In terms of significance, Saville-Troike (2003, pp. 6–7) points out that ethnography as a way 

of speaking contributes to many other disciplines: 

 

- For anthropology, the ethnography of communication adds to the study of how 

cultures stay the same or change, especially acculturation processes in contact 

situations, and may reveal important cultural and historical clues. 

- For psycholinguistics, the ethnography of communication means that studies of 

language acquisition must now account not just for children's natural ability to learn to 

speak, but also for the distinctive ways speaking capacities develop in specific 

communities as a result of socialisation. 

- For sociolinguistic research, the approach is used to evaluate the social significance of 

Recorded data. 

- In the field of applied linguistics, ethnography of communication can be used to 

determine what a second language learner needs to know in order to communicate 

appropriately in various contexts in that language, as well as what the consequences 

are for any violations or omissions. There are also significant applications for 

comparing entire communicative systems in cross-cultural contact and translation, as 

well as recognising and analysing communicative misconceptions. 

- For theoretical linguistics, the ethnography of communication can contribute 

significantly to the study of universals in language form and use, as well as to 

language-specific and comparative fields of description and analysis. Its research 

methods and results are very important for making an appropriate theory of language 

and linguistic competence. 

6.3. Dell Hymes’ Communicative Competence 

In response to Chomsky's abstract notion of competence, Hymes (1972) asserts that when 

a child acquires his or her native language, He/she t acquires not only grammatical but also 

contextual "knowledge of sentences." He or she becomes competent in knowing when to speak, 

when not to say, and what to discuss with whom, when, where, and how. Sociolinguistic 

competency is what he terms the ability to employ grammatical rules that make sense in a given 
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social circumstance. This is how the concept of a diverse speech community and diverse 

speaker originated. 

Chomsky's conceptions of a fully homogeneous speech community and an ideal, homogeneous 

speaker and listener are sharply contrasted by Hymes' sociolinguistic competence. According 

to Hymes, effective communication necessitates knowledge of structural components of 

language, such as grammar rules, as well as socio-linguistic ability. This socio-linguistic 

competence refers to the capacity to utilize language in specific social circumstances in an 

acceptable and efficient manner. "In short, a child becomes able to accomplish a repertoire of 

speech acts, to take part in speech events, and to evaluate their accomplishment by others." 

"This competence is also integral with attitudes, values, and motivations concerning language, 

its features and uses, as well as with competence for and attitudes toward the interrelationship 

of language with the other code of communicative conduct" (Hymes, 1972, p. 277). According 

to Swain and Canale (1980), communicative competence is defined as the combination of a 

fundamental system of knowledge and skill required for communication. In this context, 

knowledge refers to an individual's (conscious or unconscious) knowledge of language and 

other aspects of language use, whereas skill refers to the individual's use of this knowledge in 

real-world communication. 

Zoltan & Thurrell (1991) point out that Swain and Canale define communicative competence 

in terms of four components: 1/Grammatical competence includes knowledge of phonology, 

orthography, vocabulary, word formation, and sentence formation. 2/ Sociolinguistic 

competence includes understanding of sociocultural usage rules. 3/ Discourse competence is 

related to learners' mastery of text comprehension and production in listening, speaking, 

reading, and writing modes. It deals with cohesion and coherence in different types of texts. 4/ 

Strategic competence refers to compensatory strategies used in response to grammatical, 

sociolinguistic, or discourse difficulties, such as the use of reference sources, grammatical and 

lexical paraphrase, requests for repetition or clarification, slower speech, or difficulties 

addressing strangers when unsure of their social status or locating the appropriate cohesion 

devices.  
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6.4. Main Concepts and Notions in Ethnographic Research 

Several concepts, primarily based on Dell Hymes' early work, have been created to help in the 

development of a systematic approach to communication ethnography. 

- "Ways of speaking" is a broad term that refers to the idea that communicative behaviour 

within a society involves predictable patterns of speech activity. Individuals' 

communication skill includes knowledge about such patterns. 

- "Fluent speaker" emphasizes ability differences as well as the necessity to define 

normative ideas of ability. Distinct groups may have different values for different 

statuses, responsibilities, and situations when it comes to speaking (for example, they 

may be based on memorisation, improvisation, or voice quality). 

- "Speech community" refers to the unit of description as a social rather than linguistic 

entity. Instead of beginning with a "language," one begins with a social group and then 

considers the full arrangement of linguistic tools inside it.  

- "Speech situation" refers to acts that are connected or integral in some way. They may 

have both verbal and nonverbal components. They may appear as contexts in 

declarations of speech rules (for example, as a component of setting), but they are not 

governed by such rules throughout. 

- "Speech event" refers to actions that are directly governed by rules or norms governing 

the use of speech, with the speech act serving as the most basic term in the set. A party 

(speech circumstance), a chat during the party (speech event), and a joke within the 

discourse, for example (speech act). 

- "rules ofspeeking" refers to the fact that changes in any component of speaking can 

indicate the presence of a rule, a structured relation (e.g., from normal tone to whisper, 

from formal English to slang, from correction to praise, embarrassment to withdrawal, 

evaluative responses). Differences in component hierarchy are an important feature of 

the taxonomy of sociolinguistic systems. 

- "Functions of speech" can be defined as relationships between components (e.g., in a 

given period or society, poetic function may require a particular relationship between 

choice of code, choice of topic, and message form). 
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6.5. The SPEAKING Grid  

 

Hymes (1974) also stated that these speech events contain components that must be 

considered in order to generate a sufficient description of any given speech event. He proposes 

the SPEAKING grid as a heuristic for the different aspects he considers important ("setting," 

"participants," "ends," "act sequences," "keys," "instrumentalities," and "genre"). This 

combination of components is known as the "speaking grid," and its goal is to assist analysts in 

organizing their analysis. 

- The letter "S" stands for "setting and scene." Setting refers to the time and place of 

speech, which are the real physical circumstances in which it occurs. The abstract 

psychological environment or cultural concept of the occasion is referred to as the scene. 

A specific piece of speech may serve to define a scene, whilst another piece of speech 

may be regarded improper in certain circumstances. Participants are able to change 

scenes within a specific setting as they modify the amount of formality or the type of 

activity in which they are involved.  

- "P" stands for Participants. It includes numerous speaker-listener, addressor-addressee, 

and sender-receiver combinations. They typically play particular socially defined roles. 

A two-person discussion consists of a speaker and a listener whose roles alternate.  

- "E" for ends: It refers to the traditionally acknowledged and anticipated outcomes of an 

exchange, as well as the personal objectives that participants strive to achieve on 

specific occasions. A courtroom trial has a discernible social purpose, but the individual 

participants, including the judge, jury, prosecution, defense, accused, and witnesses, 

have diverse personal objectives. 

- "A" for Act Sequence relates to the actual form and content of what is said: the exact 

words used, how they are used, and their link to the matter at hand.  

- In the process of social contact, participants provide one another with hints regarding 

how to perceive the message content. It refers to the tone, manner, or attitude with which 

a specific message is communicated: serious, precise,  mocking, etc. Nonverbal 

conduct, gestures, or postures may also serve as a nonverbal indicator of the key.  

- "I" stands for instruments: It relates to the choice of channel, such as oral, written, or 

telegraphic, and the actual type of speech used, such as the chosen language, dialect, 

code, or register. Formal, written legal language, for instance, is one instrument; code-

switching between English and French is another, etc. During the course of a lengthy 

verbal discussion, one may use a variety of linguistic instrumentalities.  



79 
 

- The letter "N" stands for "norms of interaction," and according to Hymes, it is the 

researcher's job to deduce these norms from systematic observation and documentation 

of spontaneous verbal interaction. It refers to the specific features and behaviors that go 

along with speaking as well as how those features and behaviors may appear to someone 

who does not share them, including loudness, silence, gaze return, and other such 

behaviors. 
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Research Questions 

 

 

 

 

 What are the general objectives of the field? 

 Communicative competence was a reaction to Chomsky's distinction between 

linguistic competence and linguistic performance. Discuss 

 Who coined the term "ethnography of speaking?" 

 How does ethnography contribute to other disciplines? 

 What is communicative competence, according to Hymes (1972)? 

 What is communicative competence, according to Swain and Canale (1980)? 

 Make a list of the key concepts of ethnography of communication. 

 For a full description of any given speech event, Hymes proposes the SPEAKING 

grid. What does each letter stand for? 
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Blackwell Pub. https://doi.org/10.1002/9780470758373 
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UNIT 7 

VARIATIONIST 

SOCIOLINGUISTICS 

The evolution of two basic premises in 20th-Century structural 

linguistics created the conditions for the emergence of 

variationist sociolinguistics as an interdisciplinary field. These 

premises are cultural relativism and orderly linguistic 

heterogeneity. Cultural relativism is an anthropological 

tradition inherited by linguistics, according to which no culture 

or language of a speech community is classified as inferior or 

underdeveloped irrespective of the level of Western technology 

that the speech community has achieved.  

 

(Bortoni-Ricardo, 1997, p. 59) 

MAIN OBJECTIVES  
 

 Define the scope and aims of the variationist approach. 

 Introduce students to Labov's framework for story analysis. 

 gain knowledge about data collection techniques 
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7.1. Variationist Approach 

It is a methodological and analytical approach to understanding the relationship between 

language and its context of use. The fundamental tenet of variationists is that there are linguistic 

patterns that change depending on the social context and that these patterns can only be 

discovered by researching a specific speech community. The diversity and changes in language 

that can be seen across various speech communities are the focus of variation analysis. 

Prototypical variation analyses were first restricted to the study of semantically similar variants, 

i.e., the many terms used to refer to the same thing depending on a person's location or social 

standing. These analyses have, however, been expanded to include texts. 

The field of variationist sociolinguistics was thought to have been founded by Labov. He 

has been described as "an enormously original and influential figure who has created much of 

the methodology" of sociolinguistics (Trask, 1997, p. 124). 

Labov noticed the variation of speech among New Yorkers. Given that it is surrounded by other 

dialects of US English, New York City (NYC) is traditionally recognized to be a dialect pocket 

on the east coast of the US, making it an important fieldwork location. Labov looked for more 

diverse variables. Some of these, like the (r) variable, were ones that speakers were consciously 

aware of. On the other hand, some were ones that speakers were less aware of and could only 

be found by a trained linguist. Labov used a number of techniques to gather his information 

about "r." Triangulation is the term for this, and it is a key concept in scientific research. 

Scientists typically favour using a variety of techniques in order to produce accurate results. 

For his research, Labov (1966) conducted in-person interviews with a selection of 

residents of New York City's Lower East Side. The sociolinguistic interviews had four logical 

sections. Interviewee was requested to 

 

- read a list of minimum pairs (word pairs with various meanings but just one sound 

different); 

- read a list of words with and without the variables being researched, some of which are 

not connected to one another; 

- read aloud a short tale that was carefully crafted to incorporate the variables in as many 

unique ways as possible; 

- Discuss your life, some of your beliefs, and your experiences with the interviewer. 

Labov also conducted anonymous surveys as a means of examining variations. One of the most 

well-known sociolinguistics research is thought to be his 1966 study in New York City on the 

realization of (r) at three department stores. 
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Change or variation in language can be studied not only at the level of words that mean the 

same thing, but also at the phonological, syntactic, or even textual level, as Labov himself has 

shown through his study of narrative. He notes: 

"It is common for a language to have many alternate ways of 

saying the same thing. Some words like car and automobile seem 

to have the same referents; others have two pronunciations, like 

working and workin’. There are syntactic options such as Who is 

he talking to? vs. To whom is he talking? Or It’s easy for him to 

talk vs. For him to talk is easy." (1972b, p. 188) 

 

7.2. The Framework of Narrative Analysis  

Labov defines narrative as “one method of recapitulating past experience by matching a verbal 

sequence of clauses to the sequence of events which (it is inferred) actually occurred” (1972b: 

359-60). The function of narrative is to helps the people to express the facts of life events and 

hence provides the freedom of expression by making appropriate changes to the event while 

describing it.  

Labov and Waletzky (1967) provided a framework on the basis of which we can analyse the 

narrative. For the identification of basic underlying structure, they have divided the clauses 

according to their function in the narrative. 

(1) And so we was doing the 50-yard dash 

(2) There was about eight or ten of us, you know, 

(3) Going down, coming back 

(4) And, going down the third time, I caught cramps 

(5) And I started yelling „Help!‟ 

(6) But the fellows didn‟t believe me, you know, 

(7) They thought I was just trying to catch up 

(8) Because I was going on or slowing down 

(9) So all of them kept going 

(10) They leave me 

(11) And so I started going down 

(12) Scoutmaster was up there 

(13) He was watching me 

(14) But he didn‟t pay me any attention either 

(Labov and Waletzky, 1967: 31) 
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Free clauses typically provide the information for the narrative, including an explanation of the 

scene, action, situation, location, time, etc., according to Labov and Waletzky. Lines 1-3 of the 

excerpt above include free clauses. Narrative clauses are those clauses that set the stage for the 

narrative by serving as its foundation. Lines 4-5 of the excerpt above contain narrative clauses. 

As in lines 6 and 7 in the aforementioned extract, the coordinate clause and narrative sequence 

can have complex relations. As in lines 13–14, the restricted clauses are less fixed than the 

narrative clauses but more fixed than the free clauses. 

These clauses' functions change as their placement in the narrative is altered. "Temporal 

sequence," the distinctive arrangement of the clauses in the narrative, was defined by Labov 

(1972). There are instances where narrative clauses with a temporal junction are complete 

narratives. It's due to the fact that they have a "beginning, middle, and end." Labov has provided 

a model of the structure of narrative clauses that consists of six components since some 

elements of the narrative structure cannot be "fully formed narratives" (Labov, 1972, p. 227). 

 

1. The abstract is the first section of the narrative. The abstract is the initial section of the 

text. This section of the story serves to clarify why the narrative is being told and to grab 

the audience's attention. 

2. Orientation: It provides information about the "time, place, persons, and their activity 

or situation." (Labov, 1972:229) 

3.  Complicating action: Complicating actions are the real happenings of the story that 

advance the narrative and keep the audience engaged. 

4. Evaluation: It explains why the audience should be interested in the topic. It described 

the narrative's odd or intriguing events. Its purpose is to clarify the story's message. 

5.  Result or resolution: The result or resolution alleviates the tension and reveals what 

ultimately transpired. It helps figure out how the end result was reached throughout the 

story, but especially right before the end or resolution. 

6. Coda: It is defined by Labov as "a free clause to be found at the end of the narrative." 

The function of the coda is to show that the narrative has ended. (Labov, 1972, p. 227) 

7.3. Collecting Data 

Almost any corpus of language in use (audio/video recorded, transcribed, or written) can 

be evaluated through the variationist sociolinguistic lens, including handwritten letters, text 

messages, and emails. In variationist sociolinguistics, the sociolinguistic interview is the most 

common method of data gathering. The sociolinguistic interview differs from what we normally 

assume to be an interview (i.e., a set of questions posed to an interviewee with the purpose of 
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obtaining information or getting a deeper understanding of a topic through the interviewee's 

personal experience and perspective). Initially, the sociolinguistic interview consisted of a 

variety of activities, including Minimal Pairs, Reading Passage, and Casual Speech. 
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Research Questions 
 

 

 Who is the founding father of variationist sociolinguistics? 

 Labov introduced much of the methodology of this field. Explain 

 One of the most well-known sociolinguistics research is his 1966 study in New York 

City on the realization of (r). Provide more details 

 Why is it important to study the diversity and changes in language? 

 Labov and Waletzky (1967) provided a framework on the basis of which we can 

analyse the narrative. Provide a short description 

 Labov (1972) provided a model of the structure of narrative clauses that consists of six 

components.  What are they? 

 Make a list of the most important methods of collecting data. 
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Schiffrin, D., Tannen, D. & Hamilton, H. (eds.) (2001). Handbook of Discourse Analysis. 

Massachusetts & Oxford: Blackwell. 
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