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#### Abstract

In this paper, we study a class of boundary value problems of nonlinear fractional differential equations with integral boundary conditions. Some new existence and uniqueness results are obtained by using Banach fixed point theorem. Other existence results are also presented by using Krasnoselskii theorem.


## 1 Introduction

Fractional differential equations have emerged as a new field of applied mathematics by which many physical phenomena can be modeled, (see $[2,6,9$, $10,11]$ ). This theory has attracted many scientists and mathematicians to work on $[3,4,13,14,16]$. The existence and uniqueness problems of fractional nonlinear differential equations are investigated by many authors. For more details, we refer the reader to $[5,7,15,17]$ and the reference therein. Recently, in $[1,5,19]$, the authors studied the existence of solutions for some fractional boundary value problems by using Caputo fractional derivative. Motivated by the work of [20], in this paper we are concerned with the following boundary value problem:

$$
\begin{gather*}
D^{\alpha} x(t)+f(t, x(t))=\theta ; \quad 0 \leq t \leq 1,1<\alpha \leq 2 \\
x(0)=\int_{0}^{1} g(\tau) x(\tau) d \tau, x(1)=\theta \tag{1}
\end{gather*}
$$
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where $D^{\alpha}$ denotes the fractional derivative of order $\alpha$ in the sense of Caputo, and $f:[0,1] \times E \rightarrow E$ is continuous, such that $(E,\|\|$.$) is a Banach space$ and $C([0,1], E)$ is the Banach space of all continuous functions defined on $[0,1] \rightarrow E$ endowed with a topology of uniform convergence with the norm denoted by ||.||.
We prove new existence and uniqueness results for the problem (1) by using the Banach contraction principle. We also establish other existence results for the problem (1) using Krasnoselskii fixed point theorem [12].

## 2 Preliminaries

In the following, we give the necessary notation and basic definitions and lemmas which will be used in this paper.

Definition 2.1: A real valued function $f(t), t>0$ is said to be in the space $C_{\mu}, \mu \in \mathbb{R}$, if there exists a real number $p>\mu$ such that $f(t)=t^{p} f_{1}(t)$, where $f_{1}(t) \in C([0, \infty))$.

Definition 2.2: A function $f(t), t>0$ is said to be in the space $C_{\mu}^{n}, n \in \mathbb{N}$, if $f^{(n)} \in C_{\mu}$.

Definition 2.3: The Riemann-Liouville fractional integral operator of order $\alpha \geq 0$, for a function $f \in C_{\mu}, \mu \geq-1$, is defined as

$$
\begin{align*}
J^{\alpha} f(t) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau ; \quad \alpha>0, t>0  \tag{2}\\
J^{0} f(t) & =f(t)
\end{align*}
$$

The fractional derivative of $f \in C_{-1}^{n}$ in the Caputo's sense is defined as

$$
D^{\alpha} f(t)= \begin{cases}\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d \tau, & n-1<\alpha<n, n \in \mathbb{N}^{*}  \tag{3}\\ \frac{d^{n}}{d t^{n}} f(t), & \alpha=n\end{cases}
$$

Details on Caputo's derivative can be found in [8, 18].
Lemma 2.4: ([11]) For $\alpha>0$, the general solution of the fractional differential equation $D^{\alpha} x=0$ is given by

$$
\begin{equation*}
x(t)=c_{0}+c_{1} t+c_{2} t^{2}+\ldots c_{n-1} t^{n-1} \tag{4}
\end{equation*}
$$

where $c_{i} \in \mathbb{R}, i=0,1,2, \ldots n-1, n=[\alpha]+1$.

Lemma 2.5: ([11]) Let $\alpha>0$, then

$$
\begin{equation*}
J^{\alpha} D^{\alpha} x(t)=x(t)+c_{0}+c_{1} t+c_{2} t^{2}+\ldots c_{n-1} t^{n-1} \tag{5}
\end{equation*}
$$

for some $c_{i} \in \mathbb{R}, i=0,1,2, \ldots n-1, n=[\alpha]+1$.
We also need the following auxiliary lemma:
Lemma 2.6: A solution of the the fractional boundary value problem (1) is given by:

$$
\begin{align*}
x(t)= & (1-t) \int_{0}^{1} g(\tau) x(\tau) d \tau+\theta\left(t-\frac{t}{\Gamma(\alpha+1)}+\frac{t^{\alpha}}{\Gamma(\alpha+1)}\right)  \tag{6}\\
& +\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau-J^{\alpha} f(t, x(t))
\end{align*}
$$

Proof: We have

$$
\begin{equation*}
D^{\alpha} x(t)=\theta-f(t, x(t)), 0 \leq t \leq 1 \tag{7}
\end{equation*}
$$

Applying the operator $J^{\alpha}$ for both sides of (7), and using the identity $J^{\alpha} D^{\alpha} x(t)=x(t)+c_{0}+c_{1} t$, we get

$$
\begin{equation*}
x(t)=\frac{\theta t^{\alpha}}{\Gamma(\alpha+1)}-J^{\alpha} f(t, x(t))-c_{0}-c_{1} t \tag{8}
\end{equation*}
$$

In particular, for $t=0$, we have

$$
\begin{equation*}
c_{0}=-\int_{0}^{1} g(\tau) x(\tau) d \tau \tag{9}
\end{equation*}
$$

and for $t=1$, we obtain

$$
\begin{equation*}
c_{1}=-\theta+\frac{\theta}{\Gamma(\alpha+1)}+\int_{0}^{1} g(\tau) x(\tau) d \tau-\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau \tag{10}
\end{equation*}
$$

Substituting the values of $c_{0}$ and $c_{1}$ in (8), we obtain (6). Lemma 2.6 is thus proved.

Now, we define the operator $T: C([0,1], E) \rightarrow C([0,1], E)$ as follows:

$$
\begin{gather*}
T(x):=(1-t) \int_{0}^{1} g(\tau) x(\tau) d \tau+\theta\left(t+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t}{\Gamma(\alpha+1)}\right)  \tag{11}\\
+\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau
\end{gather*}
$$

where $0 \leq t \leq 1,1<\alpha \leq 2$.

## 3 Main results

We prove the existence and uniqueness of a unique solution for (1), by using the Banach fixed point theorem. The following conditions are essential to prove the result:
$\left(H_{1}\right):$

$$
\|f(t, x)-f(t, y)\| \leq k\|x-y\| ; k>0, x, y \in E, t \in[0,1]
$$

$\left(H_{2}\right)$ : Let $d$ and $r$ be two positive real numbers such that $0<d<1$ and

$$
M+\frac{2 k}{\Gamma(\alpha+1)} \leq d, \theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right)+\frac{2 N}{\Gamma(\alpha+1)} \leq(1-d) r
$$

where $N:=\sup _{t \in[0,1]}|f(t, 0)|$ and $M:=\sup _{t \in[0,1]}|g(t)|$.
Theorem 3.1: Suppose that the conditions $\left(H_{1}\right)$ and $\left(H_{2}\right)$ are satisfied. Then the boundary value problem (1) has a unique solution in $C([0,1], E)$.

Proof: To prove this theorem, we need to prove that the operator $T$ has a fixed point on $B_{r}:=\{x \in E,\|x\| \leq r\}$.
$(1 *)$ Let $x \in B_{r}$. We have

$$
\begin{align*}
& \|T(x)\|=\|(1-t) \int_{0}^{1} g(\tau) x(\tau) d \tau+\theta\left(t+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t}{\Gamma(\alpha+1)}\right)  \tag{12}\\
& +\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau \|
\end{align*}
$$

Consequently,

$$
\begin{gather*}
\|T(x)\| \leq M\|x\|+\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right) \\
+\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1}\|f(\tau, x(\tau))-f(\tau, 0)\| d \tau+\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1}\|f(\tau, 0)\| d \tau \\
+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(1-\tau)^{\alpha-1}\|f(\tau, x(\tau))-f(\tau, 0)\| d \tau \\
+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(1-\tau)^{\alpha-1}\|f(\tau, 0)\| d \tau \tag{13}
\end{gather*}
$$

Using the condition $\left(H_{1}\right)$, with $y=0$, we can write:

$$
\begin{equation*}
\|T(x)\| \leq M\|x\|+\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right)+\frac{2 k}{\Gamma(\alpha+1)}\|x\|+\frac{2 N}{\Gamma(\alpha+1)} \tag{14}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\|T(x)\| \leq\left(M+\frac{2 k}{\Gamma(\alpha+1)}\right) r+\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right)+\frac{2 N}{\Gamma(\alpha+1)} \tag{15}
\end{equation*}
$$

Using the two conditions of $\left(H_{2}\right)$, we obtain

$$
\begin{equation*}
\|T(x)\| \leq d r+(1-d) r \tag{16}
\end{equation*}
$$

which implies that $T B_{r} \subset B_{r}$.
Hence $T$ maps $B_{r}$ into itself.
$(2 *)$ Now, we shall prove that $T$ is a contraction mapping on $B_{r}$. Let $x, y \in B_{r}$, then we can write

$$
\begin{align*}
& \|T(x)-T(y)\| \leq(1-t) \int_{0}^{1}\|g(\tau)(x(\tau)-y(\tau))\| d \tau \\
& +\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1}\|(f(\tau, x(\tau))-f(\tau, y(\tau)))\| d \tau  \tag{17}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1}\|(f(\tau, x(\tau))-f(\tau, y(\tau)))\| d \tau
\end{align*}
$$

Using the fact that $0 \leq t \leq 1,|g(\tau)| \leq M, \tau \in[0, t]$, and by $\left(H_{1}\right)$, we get

$$
\begin{equation*}
\|T(x)-T(y)\| \leq M\|(x-y)\|+\frac{2 k}{\Gamma(\alpha+1)}\|(x-y)\| \tag{18}
\end{equation*}
$$

Now, using the first condition of $\left(H_{2}\right)$, we obtain

$$
\begin{equation*}
\|T(x)-T(y)\| \leq d\|(x-y)\| \tag{19}
\end{equation*}
$$

Hence, the operator $T$ is a contraction. Therefore $T$ has a unique fixed point which is a solution of the problem (1).

The following result is based on Krasnoselskii fixed point theorem [12].
To apply this theorem, we need the following hypotheses:
$\left(H_{3}\right):$

$$
\|f(t, x)\| \leq \nu(t) ;(t, x) \in[0,1] \times E, \nu \in L^{1}\left([0,1], \mathbb{R}^{+}\right)
$$

$\left(H_{4}\right)$ : Let $f:[0,1] \times E \rightarrow E$ be a jointly continuous function mapping bounded subsets of $[0,1] \times E$ into relatively compact subsets of $E$.

Theorem 3.2: Suppose that the hypotheses $\left(H_{3}\right)$ and $\left(H_{4}\right)$ are satisfied. If $M<1$, then the boundary value problem (1) has at least a solution in $C([0,1], E)$.

Proof: Let us fixe

$$
\begin{equation*}
\rho \geq(1-M)^{-1}\left(\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right)+\frac{2\|\nu\|}{\Gamma(\alpha+1)}\right) \tag{20}
\end{equation*}
$$

where $\|\nu\|:=\sup _{t \in[0,1]}|\nu(t)|$.
On $B_{\rho}:=\{x \in E,\|x\| \leq \rho\}$, we define the operators $R$ and $S$ as

$$
\begin{gather*}
R(x):=(1-t) \int_{0}^{1} g(\tau) x(\tau) d \tau+\theta\left(t+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t}{\Gamma(\alpha+1)}\right)  \tag{21}\\
S(x):=\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau-J^{\alpha} f(t, x(t))
\end{gather*}
$$

For $x, y \in B_{\rho}$, we have

$$
\begin{align*}
& \|R(x)+S(y)\| \leq\left\|(1-t) \int_{0}^{1} g(\tau) x(\tau) d \tau+\theta\left(t+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-\frac{t}{\Gamma(\alpha+1)}\right)\right\| \\
& \quad+\left\|\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, y(\tau)) d \tau-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau, y(\tau)) d \tau\right\| \tag{22}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \|R(x)+S(y)\| \leq M\|x\|+\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right) \\
& \quad+\left\|\frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, y(\tau)) d \tau\right\|  \tag{23}\\
& \quad+\left\|\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau, y(\tau)) d \tau\right\|
\end{align*}
$$

Using $\left(H_{3}\right)$ and (20), we obtain

$$
\begin{equation*}
\|R(x)+S(x)\| \leq M\|x\|+\theta\left(1+\frac{2}{\Gamma(\alpha+1)}\right)+\frac{2\|\nu\|}{\Gamma(\alpha+1)} \leq M \rho+(1-M) \rho \tag{24}
\end{equation*}
$$

Hence $R(x)+S(y) \in B_{\rho}$.
On the other hand, it is easy to see that

$$
\begin{equation*}
\|R(x)-R(y)\| \leq M\|x-y\| \tag{25}
\end{equation*}
$$

and since $M<1$, then $R$ is a contraction mapping.
Moreover, it follows from $\left(H_{4}\right)$ that the operator $S$ is continuous and

$$
\begin{gather*}
\|S(x)\| \leq \frac{t}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1}\|f(\tau, x(\tau))\| d \tau  \tag{26}\\
\quad+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1}\|f(\tau, x(\tau))\| d \tau
\end{gather*}
$$

Since $t \in[0,1]$, then we can write

$$
\|S(x)\| \leq \frac{2\|\nu\|}{\Gamma(\alpha+1)}
$$

Hence, $S$ is uniformly bounded on $B_{\rho}$.
Let us now take $t_{1}, t_{2} \in[0,1]$ and $y \in B_{\rho}$. Then we can write

$$
\begin{gather*}
\left\|S y\left(t_{1}\right)-S y\left(t_{2}\right)\right\| \leq\left\|\frac{t_{1}-t_{2}}{\Gamma(\alpha)} \int_{0}^{1}(1-\tau)^{\alpha-1} f(\tau, x(\tau)) d \tau\right\| \\
+\left\|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-\tau\right)^{\alpha-1} f(\tau, x(\tau)) d \tau-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-\tau\right)^{\alpha-1} f(\tau, x(\tau)) d \tau\right\| \tag{27}
\end{gather*}
$$

Thanks to $\left(H_{3}\right)$, we get

$$
\begin{equation*}
\left\|S y\left(t_{1}\right)-S y\left(t_{2}\right)\right\| \leq \frac{\|\nu\|}{\Gamma(\alpha+1)}\left(\left|t_{1}-t_{2}\right|+\left|t_{1}^{\alpha}-t_{2}^{\alpha}\right|\right) \tag{28}
\end{equation*}
$$

The right hand side of (28) is independent of $y$. Hence $S$ is equicontinuous and as $t_{1} \rightarrow t_{2}$, the left hand side of (28) tends to 0 ; so $S\left(B_{\rho}\right)$ is relatively compact and then by Ascolli-Arzella theorem, the operator $S$ is compact.
Finally, by Krasnoselskii theorem, we conclude that there exists a solution to (1). Theorem 3.2 is thus proved.
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