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#### Abstract

In this paper, we investigate the relationship between solutions and their derivatives for the differential equation $f^{(k)}+A_{k-1} f^{(k-1)}+\ldots+A_{0} f=0$ with $k \geq 2$ and entire functions of finite iterated $p$-order, when $A_{j}(j=0,1, \ldots, k-1)$ are entire functions of finite iterated $p$-order in order to generalize and extend the results given by Wang and Lü, Liu and Zhang and Belaïdi.
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## 1. INTRODUCTION AND MAIN RESULT

In this paper, we shall assume that the reader is familiar with the fundamental results and the standard notations of the Nevanlinna value distribution theory of meromorphic functions (see [3], [8]). For the definition of the iterated order of a meromorphic function, we use the same definition as in [4], [2, p. 317], [5, p. 129]. For all $r \in \mathbb{R}$, we define $\exp _{1} r:=e^{r}$ and $\exp _{p+1} r:=\exp \left(\exp _{p} r\right), p \in \mathbb{N}$. We also define for all $r$ sufficiently large $\log _{1} r:=\log r$ and $\log _{p+1} r:=\log \left(\log _{p} r\right), p \in \mathbb{N}$. Moreover, we denote by $\exp _{0} r:=r, \log _{0} r:=r, \log _{-1} r:=\exp _{1} r$ and $\exp _{-1} r:=\log _{1} r$.

Definition 1.1. ([4], [5]) Let $f$ be a meromorphic function. The iterated p-order $\rho_{p}(f)$ of $f$ is defined by

$$
\begin{equation*}
\rho_{p}(f)=\varlimsup_{r \rightarrow+\infty} \frac{\log _{p} T(r, f)}{\log r} \quad(p \geq 1 \text { is an integer }), \tag{1.1}
\end{equation*}
$$

where $T(r, f)$ is the Nevanlinna characteristic function of $f$ (see [3], [8]). For $p=1$, this notation is called: order, and for $p=2$ : hyper-order.
Definition 1.2. ([4], [5]) The finiteness degree of the order of a meromorphic function $f$ is defined by

$$
i(f)=\left\{\begin{array}{cc}
0, & \text { for } f \text { rational, }  \tag{1.2}\\
\min \left\{j \in \mathbb{N}: \rho_{j}(f)<+\infty\right\}, \text { for } f \text { transcendental for which } \\
\text { some } j \in \mathbb{N} \text { with } \rho_{j}(f)<+\infty \text { exists, } \\
+\infty, \quad \text { for } f \text { with } \rho_{j}(f)=+\infty \text { for all } j \in \mathbb{N} .
\end{array}\right.
$$

Definition 1.3. ([4]) Let $f$ be a meromorphic function. The iterated exponent of convergence of the sequence of distinct zeros of $f(z)$ is defined by

$$
\begin{equation*}
\bar{\lambda}_{p}(f)=\varlimsup_{r \rightarrow+\infty} \frac{\log _{p} \bar{N}\left(r, \frac{1}{f}\right)}{\log r} ; p \geq 1 \text { is an integer }, \tag{1.3}
\end{equation*}
$$

where $\bar{N}\left(r, \frac{1}{f}\right)$ is the counting function of distinct zeros of $f(z)$ in $\{|z|<r\}$. For $p=1$, this notation is called: exponent of convergence of the sequence of distinct zeros, and for $p=2$, we get the hyper-exponent of convergence of the sequence of distinct zeros.

Definition 1.4. ([6]) Let $f$ be a meromorphic function. Then the iterated exponent of convergence of the sequence of distinct fixed points of $f(z)$ is defined by

$$
\begin{equation*}
\bar{\tau}_{p}(f)=\bar{\lambda}_{p}(f-z)=\varlimsup_{r \rightarrow+\infty} \frac{\log _{p} \bar{N}\left(r, \frac{1}{f-z}\right)}{\log r} ; p \geq 1 \text { is an integer. } \tag{1.4}
\end{equation*}
$$

For $p=1$, this notation is called: exponent of convergence of the sequence of distinct fixed points. However, for $p=2$, we get the hyper-exponent of convergence of the sequence of distinct fixed points (see [7]). Thus $\bar{\tau}_{p}(f)=\bar{\lambda}_{p}(f-z)$ is an indication of oscillation of distinct fixed points of $f(z)$.
Definition 1.5. The growth index of the iterated convergence exponent of the sequence of zero points of a meromorphic function $f$ with iterated order is defined by

$$
i_{\lambda}(f)= \begin{cases}0 & \text { if } n\left(r, \frac{1}{f}\right)=O(\log r) \\ \min \left\{n \in \mathbb{N}: \lambda_{n}(f)<\infty\right\} & \text { if } \lambda_{n}(f)<\infty \text { for some } n \in \mathbb{N} . \\ \infty & \text { if } \lambda_{n}(f)<\infty \text { for all } n \in \mathbb{N}\end{cases}
$$

Similarly, we can define the growth index $i_{\bar{\lambda}}(f)$ of $\bar{\lambda}_{p}(f)$ and $i_{\tau}(f), i_{\bar{\tau}}(f)$ of $\tau_{p}(f), \bar{\tau}_{p}(f)$.

For $k \geq 2$, we consider the linear differential equation

$$
\begin{equation*}
f^{(k)}+A(z) f=0, \tag{1.5}
\end{equation*}
$$

where $A(z)$ is a transcendental meromorphic function of finite iterated order $\rho_{p}(A)=$ $\rho>0$. Many important results have been obtained on the fixed points of general transcendental meromorphic functions for almost four decades (see [11, 13]). However, there are a few studies on the fixed points of solutions of differential equations. In
[15], Wang and Lü have investigated the fixed points and hyper-order of solutions of second order linear differential equations with meromorphic coefficients and their derivatives. They have obtained the following result:

Theorem A ([15]) Suppose that $A(z)$ is a transcendental meromorphic function satisfying $\delta(\infty, A)=\frac{\lim }{r \rightarrow+\infty} \frac{m(r, A)}{T(r, A)}=\delta>0, \rho(A)=\rho<+\infty$. Then every meromorphic solution $f(z) \equiv 0$ of the equation

$$
\begin{equation*}
f^{\prime \prime}+A(z) f=0 \tag{1.6}
\end{equation*}
$$

is such that $f, f^{\prime}$ and $f^{\prime \prime}$ have infinitely many fixed points and

$$
\begin{gather*}
\bar{\tau}(f)=\bar{\tau}\left(f^{\prime}\right)=\bar{\tau}\left(f^{\prime \prime}\right)=\rho(f)=+\infty  \tag{1.7}\\
\bar{\tau}_{2}(f)=\bar{\tau}_{2}\left(f^{\prime}\right)=\bar{\tau}_{2}\left(f^{\prime \prime}\right)=\rho_{2}(f)=\rho \tag{1.8}
\end{gather*}
$$

Theorem A has been generalized to higher order differential equations by Liu and Zhang as follows (see [13]):

Theorem B ([13]) Suppose that $k \geq 2$ and $A(z)$ is a transcendental meromorphic function satisfying $\delta(\infty, A)=\lim _{r \rightarrow+\infty} \frac{m(r, A)}{T(r, A)}=\delta>0, \rho(A)=\rho<+\infty$. Then every meromorphic solution $f(z) \neq 0$ of (1.4), has the property: $f$ and $f^{\prime}, f^{\prime \prime}, \ldots, f^{(k)}$ all have infinitely many fixed points and

$$
\begin{gather*}
\bar{\tau}(f)=\bar{\tau}\left(f^{\prime}\right)=\bar{\tau}\left(f^{\prime \prime}\right)=\ldots=\bar{\tau}\left(f^{(k)}\right)=\rho(f)=+\infty  \tag{1.9}\\
\bar{\tau}_{2}(f)=\bar{\tau}_{2}\left(f^{\prime}\right)=\bar{\tau}_{2}\left(f^{\prime \prime}\right)=\ldots=\bar{\tau}_{2}\left(f^{(k)}\right)=\rho_{2}(f)=\rho \tag{1.10}
\end{gather*}
$$

Theorem A and B have been generalized by B. Belaidi for iterated p-order (see [2]):
Theorem C ([2]) Let $k \geqslant 2$ and $A(z)$ be transcendental meromorphic function of finite iterated order $\rho_{p}(A)=\rho>0$ such that $\delta(\infty, A)=\lim _{r \rightarrow+\infty} \frac{m(r, A)}{T(r, A)}=\delta>0$. Suppose, moreover, that either:
(i) all poles of $f$ are of uniformly multiplicity or that
(ii) $\delta(\infty, f)>0$.

If $\varphi \neq 0$ is a meromorphic function with finite iterated $p$-order $\rho_{p}(\varphi)<+\infty$, then every meromorphic solution $f(z) \neq 0$ of (1.5), satisfies

$$
\begin{equation*}
\bar{\lambda}_{p}(f-\varphi)=\bar{\lambda}_{p}\left(f^{\prime}-\varphi\right)=\ldots=\bar{\lambda}_{p}\left(f^{(k)}-\varphi\right)=\rho_{p}(f)=+\infty \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\lambda}_{p+1}(f-\varphi)=\bar{\lambda}_{p+1}\left(f^{\prime}-\varphi\right)=\ldots=\bar{\lambda}_{p+1}\left(f^{(k)}-\varphi\right)=\rho_{p+1}(f)=\rho . \tag{1.12}
\end{equation*}
$$

For $k \geq 2$, we consider the linear differential equation

$$
\begin{equation*}
f^{(k)}+A_{k-1} f^{(k-1)}+\ldots+A_{0} f=0, k \geq 2 \tag{1.13}
\end{equation*}
$$

where $A_{j}(j=0,1, \ldots, k-1)$ are entire functions of finite iterated $p$-order.
The main purpose of this paper is to study the relation between solutions and their derivatives of the differential equation (1.13) and entire functions of finite iterated $p$-order where we generalize and extend the results of Wang and Lü, Liu and Zhang and Belaidi. In fact, we prove the following result:

Theorem 1.1. Let $k \geq 2$ and $\left(A_{j}\right)_{j=0,1,2 \ldots k-1}$ be entire functions of finite iterated $p$-order such that $i\left(A_{0}\right)=p ; 0<p<\infty$. Assume that

$$
\max \left\{i\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<i\left(A_{0}\right)
$$

or

$$
\max \left\{\rho_{p}\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<\rho_{p}\left(A_{0}\right)<+\infty
$$

If $\varphi(z) \neq 0$ is an entire function with $i(\varphi)<p+1$ or $\rho_{p+1}(\varphi)<\rho_{p}\left(A_{0}\right)$, then every solution $f(z) \neq 0$ of (1.13) satisfies

$$
\begin{equation*}
i_{\bar{\lambda}}\left(f^{(i)}-\varphi\right)=i_{\lambda}\left(f^{(i)}-\varphi\right)=i(f)=p+1, i \in \mathbb{N} \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\lambda}_{p+1}\left(f^{(i)}-\varphi\right)=\bar{\lambda}_{p+1}\left(f^{(i)}-\varphi\right)=\rho_{p+1}(f)=\rho_{p}\left(A_{0}\right), i \in \mathbb{N} . \tag{1.15}
\end{equation*}
$$

For $\varphi(z)=z$ in Theorem 1.1, we obtain the following corollaries:

Corollary 1.1. Let $k \geq 2$ and $\left(A_{j}\right)_{j=0,1,2, \ldots k-1}$ be entire functions of finite iterated $p$-order such that $i\left(A_{0}\right)=p(0<p<\infty)$. Assume that

$$
\max \left\{i\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<i\left(A_{0}\right)
$$

or

$$
\max \left\{\rho_{p}\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<\rho_{p}\left(A_{0}\right)<+\infty .
$$

Then every solution $f(z) \neq 0$ of $(1.13)$, is such that all the derivatives $f^{(i)}(i \in \mathbb{N})$ have infinitely many fixed points and we have

$$
\begin{equation*}
i_{\bar{\tau}}\left(f^{(i)}\right)=i_{\tau}\left(f^{(i)}\right)=i(f)=p+1, i \in \mathbb{N} \tag{1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\tau}_{p+1}\left(f^{(i)}\right)=\tau_{p+1}\left(f^{(i)}\right)=\rho_{p+1}(f)=\rho_{p}\left(A_{0}\right)=\rho, i \in \mathbb{N} \tag{1.17}
\end{equation*}
$$

Corollary 1.2. Suppose that $k \geq 2$ and $A(z)$ is a transcendental entire function such that $0<\rho_{p}(A)=\rho<+\infty$. If $\varphi(z) \neq 0$ is an entire function with $i(\varphi)<p+1$ or $\rho_{p+1}(\varphi)<\rho$, then every solution $f(z) \neq 0$ of (1.5) satisfies (1.14) and (1.15).

## 2. AUXILIARY LEMMATA

To prove our main results, we need the following lemmata.
Lemma 2.1. [6] Suppose that $A_{0}, A_{1}, \ldots, A_{k-1}, F(\not \equiv 0)$ are meromorphic functions and let $f$ be a meromorphic solution of the equation

$$
\begin{equation*}
f^{(k)}+A_{k-1} f^{(k-1)}+\ldots+A_{1} f^{\prime}+A_{0} f=F \tag{2.1}
\end{equation*}
$$

such that $i(f)=\rho+1(0<p<\infty)$. If either

$$
\max \left\{i(F), i\left(A_{j}\right) j=0,1, \ldots, k-1\right\}<p+1
$$

or

$$
\max \left\{\rho_{p+1}(F), \rho_{p+1}\left(A_{j}\right) j=0,1, \ldots, k-1\right\}<\rho_{p+1}(f)
$$

then we have $i_{\bar{\lambda}}(f)=i_{\lambda}(f)=i(f)=p+1$ and $\bar{\lambda}_{p+1}(f)=\lambda_{p+1}(f)=\rho_{p+1}(f)$.
Lemma 2.2. (see Remark 1.3 of [10]). If $f$ is a meromorphic function with $i(f)=p$, then $\rho_{p}\left(f^{\prime}\right)=\rho_{p}(f)$.
Lemma 2.3. ([10]) Let $k \geq 2$ and $A_{j}(j=0,1, \ldots, k-1)$ be entire functions of finite iterated $p$-order such that $i\left(A_{0}\right)=p,(0<p<\infty)$. Assume that

$$
\max \left\{i\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<i\left(A_{0}\right)
$$

or

$$
\max \left\{\rho_{p}\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<\rho_{p}\left(A_{0}\right)<+\infty
$$

Then every solution $f(z) \neq 0$ of $(1.13)$ satisfies $i(f)=p+1$ and $\rho_{p+1}(f)=\rho_{p}\left(A_{0}\right)$.
Let $A_{j}(j=0,1, \ldots, k-1)$ be entire functions. We define the following sequence of functions:

$$
\begin{cases}A_{j}^{0}=A_{j}, & j=0,1, \ldots, k-1  \tag{2.2}\\ A_{k-1}^{i}=A_{k-1}^{i-1}-\frac{\left(A_{0}^{i-1}\right)^{\prime}}{A_{0}^{i-1}}, & i \in \mathbb{N} \\ A_{j}^{i}=A_{j}^{i-1}+A_{j+1}^{i-1} \frac{\left(\Psi_{j+1}^{i-1}\right)^{\prime}}{\Psi_{j+1}^{i-1}}, & j=0,1, \ldots, k-2, i \in \mathbb{N}\end{cases}
$$

where $\Psi_{j+1}^{i-1}=\frac{A_{j+1}^{i-1}}{A_{0}^{i-1}}$.
Remark 2.1. In the case where one of functions $A_{j}^{i}(j=0,1, \ldots, k-1)$ is equal to zero then $A_{j}^{i+1}=A_{j-1}^{i}(j=0,1, \ldots, k-1)$.
Lemma 2.4. Assume that $f$ is an entire solution of (1.13). Then $g_{i}=f^{(i)}$ is an entire solution of the equation

$$
\begin{equation*}
g_{i}^{(k)}+A_{k-1}^{i} g_{i}^{(k-1)}+\ldots+A_{0}^{i} g_{i}=0 \tag{2.3}
\end{equation*}
$$

where $A_{j}^{i}(j=0,1, \ldots, k-1)$ are given by (2.2).
Proof. Assume that $f$ is a solution of equation (1.13) and let $g_{i}=f^{(i)}$. We prove that $g_{i}$ is an entire solution of the equation (2.11). Our proof is by induction: For $i=1$, differentiating both sides of (1.13), we obtain

$$
\begin{equation*}
f^{(k+1)}+A_{k-1} f^{(k)}+\left(A_{k-1}^{\prime}+A_{k-2}\right) f^{(k-1)}+\ldots+\left(A_{1}^{\prime}+A_{0}\right) f^{\prime}+A_{0}^{\prime} f=0, \tag{2.4}
\end{equation*}
$$

and replacing $f$ by

$$
f=-\frac{\left(f^{(k)}+A_{k-1} f^{(k-1)}+\ldots+A_{1} f^{\prime}\right)}{A_{0}}
$$

we get
$f^{(k+1)}+\left(A_{k-1}-\frac{A_{0}^{\prime}}{A_{0}}\right) f^{(k)}+\left(A_{k-1}^{\prime}+A_{k-2}-A_{k-1} \frac{A_{0}^{\prime}}{A_{0}}\right) f^{(k-1)} \ldots+\left(A_{1}^{\prime}+A_{0}-A_{1} \frac{A_{0}^{\prime}}{A_{0}}\right) f^{\prime}=0$.
That is

$$
g_{1}^{(k)}+A_{k-1}^{1} g_{1}^{(k-1)}+A_{k-2}^{1} g_{1}^{(k-2)} \ldots+A_{0}^{1} g_{1}=0
$$

Suppose that the assertion is true for the values which are strictly smaller than a certain $i$. We suppose $g_{i-1}$ is a solution of the equation

$$
\begin{equation*}
g_{i-1}^{(k)}+A_{k-1}^{i-1} g_{i-1}^{(k-1)}+A_{k-2}^{i-1} g_{i-1}^{(k-2)} \ldots+A_{0}^{i-1} g_{i-1}=0 . \tag{2.5}
\end{equation*}
$$

Differentiating (2.5), we can write

$$
\begin{align*}
& g_{i-1}^{(k+1)}+A_{k-1}^{i-1} g_{i-1}^{(k)}+\left(\left(A_{k-1}^{i-1}\right)^{\prime}+A_{k-2}\right) g_{i-1}^{(k-1)}+\ldots \\
& \quad+\left(\left(A_{1}^{i-1}\right)^{\prime}+A_{0}^{i-1}\right) g_{i-1}^{\prime}+A_{0}^{\prime} g_{i-1}=0 \tag{2.6}
\end{align*}
$$

In (2.6), replacing $g_{i-1}$ by

$$
g_{i-1}=-\frac{\left(g_{i-1}^{(k)}+A_{k-1}^{i-1} g_{i-1}^{(k-1)}+A_{k-2}^{i-1} g_{i-1}^{(k-2)} \ldots+A\left(g_{i-1}\right)^{\prime}\right)}{A_{0}^{i-1}}
$$

yields

$$
\begin{gather*}
g_{i-1}^{(k+1)}+\left(A_{k-1}^{i-1}-\frac{\left(A_{0}^{i-1}\right)^{\prime}}{A_{0}^{i-1}}\right) g_{i-1}^{(k)}+\left(\left(A_{k-1}^{i-1}\right)^{\prime}+A_{k-2}-A_{k-1}^{i-1} \frac{\left(A_{0}^{i-1}\right)^{\prime}}{A_{0}^{i-1}}\right) g_{i-1}^{(k-1)} \ldots+ \\
+\left(\left(A_{1}^{i-1}\right)^{\prime}+A_{0}^{i-1}-A_{1}^{i-1} \frac{\left(A_{0}^{i-1}\right)^{\prime}}{A_{0}^{i-1}}\right) g_{i-1}^{\prime}=0 \tag{2.7}
\end{gather*}
$$

That is

$$
g_{i-1}^{(k)}+A_{k-1}^{i-1} g_{i-1}^{(k-1)}+A_{k-2}^{i-1} g_{i-1}^{(k-2)} \ldots+A_{0}^{i-1} g_{i-1}=0
$$

Lemma 2.4 is thus proved.

Lemma 2.5. Let $A_{j}(j=0,1, \ldots, k-1)$ be entire functions of finite order. Assume that

$$
\max \left\{i\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<i\left(A_{0}\right)
$$

or

$$
\max \left\{\rho_{p}\left(A_{j}\right),(j=1, \ldots, k-1)\right\}<\rho_{p}\left(A_{0}\right)<+\infty
$$

and let $A_{j}^{i},(j=0,1, \ldots, k-1)$ be defined as in (2.2). Then all nontrivial meromorphic solution $g$ of the equation

$$
\begin{equation*}
g^{(k)}+A_{k-1}^{i} g^{(k-1)}+\ldots+A_{0}^{i} g=0, k \geq 2 \tag{2.8}
\end{equation*}
$$

satisfy: $i(g)=p+1$ and $\rho_{p+1}(g)=\rho$.
Proof. Let $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ be a fundamental system of solutions of (1.13). We show that $\left\{f_{1}^{(i)}, f_{2}^{(i)}, \ldots, f_{k}^{(i)}\right\}$ is a fundamental system of solutions of (2.8). By Lemma 2.4, it follows that $f_{1}^{(i)}, f_{2}^{(i)}, \ldots, f_{k}^{(i)}$ is a solutions (2.8). Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ be constants such that

$$
\alpha_{1} f_{1}^{(i)}+\alpha_{2} f_{2}^{(i)}+\ldots+\alpha_{k} f_{k}^{(i)}=0
$$

Then, we have

$$
\alpha_{1} f_{1}+\alpha_{2} f_{2}+\ldots+\alpha_{k} f_{k}=P(z)
$$

where $P(z)$ is a polynomial of degree less than $i$. Since $\alpha_{1} f_{1}+\alpha_{2} f_{2}+\ldots+\alpha_{k} f_{k}$ is a solution of (1.13), then $P$ is a solution of (1.13), and by Lemma 2.3, we conclude that $P$ is an infinite solution of (1.13); this leads to a contradiction. Therefore, $P$ is a trivial solution. We deduce that $\alpha_{1} f_{1}+\alpha_{2} f_{2}+\ldots+\alpha_{k} f_{k}=0$. Using the fact that $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ is a fundamental system of solutions of (1.13), we get $\alpha_{1}=\alpha_{2}=$ $\ldots=\alpha_{k}=0$. Now, let $g$ be a non trivial solution of (2.8). Then, using the fact that $\left\{f_{1}^{(i)}, f_{2}^{(i)}, \ldots, f_{k}^{(i)}\right\}$ is a fundamental solution of (2.8), we claim that there exist
constants $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ not all equal to zero, such that $g=\alpha_{1} f_{1}^{(i)}+\alpha_{2} f_{2}^{(i)}+\ldots+\alpha_{k} f_{k}^{(i)}$. Let $h=\alpha_{1} f_{1}+\alpha_{2} f_{2}+\ldots+\alpha_{k} f_{k}, h$ be a solution of (1.13) and $h^{(i)}=g$. Hence, by Lemma 2.2, we have $\rho_{p+1}(h)=\rho_{p+1}(g)$, and by Lemma 2.3, we have $i(h)=i(g)=p+1$ and $\rho_{p+1}(h)=\rho_{p+1}(g)=\rho$.

## 3. PROOF OF THEOREM 1.1

Assume that $f$ is a solution of equation (1.13). By Lemma 2.3, we can write $i(f)=$ $p+1, \rho_{p+1}(f)=\rho_{p}\left(A_{0}\right)$. Taking $g_{i}=f^{(i)}$, then, using Lemma 2.2, we have $i\left(g_{i}\right)=$ $p+1, \rho_{p+1}\left(g_{i}\right)=\rho_{p}\left(A_{0}\right)$. Now, let $w(z)=g_{i}(z)-\varphi(z)$, where $\varphi$ is an entire function with $\rho_{p+1}(\varphi)<\rho_{p}\left(A_{0}\right)$.
Then $i(w)=i\left(g_{i}\right)=p+1$, and $\rho_{p+1}(w)=\rho_{p+1}\left(g_{i}\right)=\rho_{p+1}(f)=\rho\left(A_{0}\right)$.
In order to prove $i_{\bar{\lambda}}\left(g_{i}-\varphi\right)=i_{\lambda}\left(g_{i}-\varphi\right)=p+1$ and $\bar{\lambda}_{p+1}\left(g_{i}-\varphi\right)=\lambda_{p+1}\left(g_{i}-\varphi\right)=$ $\rho\left(A_{0}\right)$, we need to prove only $i_{\bar{\lambda}}(w)=i_{\lambda}(w)=p+1$ and $\bar{\lambda}_{p+1}(w)=\rho\left(A_{0}\right)$. Using the fact that $g_{i}=w+\varphi$, and by Lemma 2.4 we get

$$
\begin{equation*}
w^{(k)}+A_{k-1}^{i} w^{(k-1)}+\ldots+A_{0}^{i} w=-\left(\varphi^{(k)}+A_{k-1}^{i} \varphi^{(k-1)}+\ldots+A_{0}^{i} \varphi\right)=F \tag{3.1}
\end{equation*}
$$

By $\rho_{p}\left(A_{j}^{i}\right)<\infty, \rho_{p+1}(\varphi)<\rho_{p}\left(A_{0}\right)$ and Lemma 2.3, we get $F \not \equiv 0$ and $\rho_{p+1}(F)<\infty$. By Lemma $2.4 i_{\bar{\lambda}}(w)=i_{\lambda}(w)=p+1$ and $\bar{\lambda}_{p+1}(w)=\lambda_{p+1}(w)=\rho_{p+1}(w)=\rho\left(A_{0}\right)$. The proof of theorem 1.1 is complete.

## References

[1] S. Bank, A general theorem concerning the growth of solutions of first-order algebraic differential equations, Compositio Math. 25 (1972), 61-70.
[2] B. Belaïdi, Oscillation of fixed points of solutions of some linear differential equations, Acta. Math. Univ. Comenianae, Vol 77, N 2, 2008, 263-269.
[3] B. Belaïdi, A. El Farissi, Oscillation theory to some complex linear large differential equations, Annals of Differential Equations, 2009, $\mathrm{N}^{\circ} 1,1-7$..
[4] B. Belaïdi, A. El Farissi, Differential polynomials generated by some complex linear differential equations with meromorphic cofficients, Glasnik Matematicki, Vol. 43(63) 2008, 363-373.
[5] Z. X. Chen, The fixed points and hyper-order of solutions of second order complex differential equations, Acta Mathematica Scientia, 2000, 20 (3), 425-432 (in Chinese).
[6] T. B. Cao J. F. Xu, Z. X. Chen, On the meromorphic solutions of linear differential equations on the complex plane, J. Math. Anal. Appl. 364 (2010) 130-142.
[7] Z. X. Chen, C. C. Yang, Quantitative estimations on the zeros and growths of entire solutions of linear differential equations, Complex variable vol. $42 \mathrm{pp} .119-133$
[8] G. G. Gundersen, Estimates for the logarithmic derivative of a meromorphic function, plus similar estimates, J. London Math. Soc., (2) 37 (1988), 88-104.
[9] W. K. Hayman, Meromorphic functions, Clarendon Press, Oxford,
[10] L. Kinnunen, Linear differential equations with solutions of finite iterated order, Southeast Asian Bull. Math., 22: 4 (1998), 385-405.
[11] I. Laine, Nevanlinna Theory and Complex Differential Equations, Walter de Gruyter, Berlin, New York, 1993.
[12] I. Laine, J. Rieppo, Differential polynomials generated by linear differential equations, Complex Variables, 49(2004), 897-911.
[13] M. S. Liu, X. M. Zhang, Fixed points of meromorphic solutions of higher order Linear differential equations, Ann. Acad. Sci. Fenn. Ser. A. I. Math., 31(2006), 191-211.
[14] R. Nevanlinna, Eindeutige analytische Funktionen, Zweite Auflage. Reprint. Die Grundlehren der mathematischen Wissenschaften, Band 46. Springer-Verlag, Berlin-New York, 1974.
[15] J. Wang, W. R. Lü, The fixed points and hyper-order of solutions of second order linear differential equations with meromorphic coefficients, Acta Math. Appl. Sin. 27(2004), 72-80. (in Chinese).
[16] H. X. Yi, C. C. Yang, The Uniqueness Theory of Meromorphic Functions, Science Press, Beijing, 1995 (in Chinese).
[17] Q. T. Zhang, C. C. Yang, The Fixed Points and Resolution Theory of Meromorphic Functions, Beijing University Press, Beijing, 1988 (in Chinese).

